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Abstract

Electric-field noise scaling and wire-mediated ion-ion energy exchange in a novel elevator
surface trap

by

Da An

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Hartmut Häffner, Chair

In this work, we present the design, fabrication, and operation of a novel surface-electrode
Paul trap that produces a radio-frequency-null along the axis perpendicular to the trap sur-
face. This arrangement enables control of the vertical trapping potential and consequentially
the ion-electrode distance via dc-electrodes only. We demonstrate confinement of single
40Ca+ ions at heights between 50 µm and 300 µm above planar copper-coated aluminium
electrodes. Laser-cooling and coherent operations are performed on both the planar and
vertical motional modes. This architecture provides a platform for precision electric-field
noise detection, trapping of vertical ion strings without excess micromotion, and may have
applications for scalable quantum computers with surface ion traps.

In our novel surface trap, we probe electric-field noise for ion-surface distances d between
50 µm and 300 µm in the normal and planar directions. We find the noise distance depen-
dence to scale as d−2.6 in our trap and a frequency dependence which is consistent with 1/f
noise. Simulations of the electric-field noise specific to our trap geometry provide evidence
that we are not limited by technical noise sources. Our distance scaling data is consistent
with a noise correlation length of about 100 µm at the trap surface, and we discuss how
patch potentials of this size would be modified by the electrode geometry.

Finally, we achieve coupling between the motions of trapped ions separated by 620 µm.
Our results mark the first implementation of remote ion-ion interactions enhanced via an
electrically floating metallic wire in an RF Paul trap. By tuning the confinement of each ion
into resonance, we demonstrate classical energy exchange through sympathetic heating and
heating rate reduction. The coupling interaction exchange time is extracted to be 22 ms.
Practical improvements to the ion-wire-ion system are discussed, with realistic applications
to sympathetic cooling of remote ions and more optimistic goals of coherent energy exchange
at the single-quantum level. Our ion-wire-ion system establishes a building block for scalable
trapped ion quantum computers and provides a tool for quantum communication between
qubits of different types.
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Chapter 1

Introduction

Trapped atomic ions have emerged as a promising platform for the physical realization of
quantum computation and simulation [1], due in part to their identical and well isolated
nature along with long coherence times of the internal qubit states. Trapped ion systems
also have demonstrated high-fidelity single-qubit and multi-qubit coherent operations, up to
99.9999% for single-qubit gates [2] and 99.9% for two-qubit gates [3, 4], controllable through
external electromagnetic fields and laser light.

My thesis work is centered around a novel surface ion trap design which allows simple
shuttling of ions perpendicular to the trap surface. The first hurdle of this thesis work was
the implementation and characterization of such a trap. For its ability to transport ions up
and down with purely DC fields, we term this trap as the “elevator” trap. Using the elevator
trap as a tool, two main experimental results are presented in this thesis: electric-field noise
distance scaling and wire-mediated long-range ion-ion energy exchange.

In reference to the first result, a prominent challenge for the miniaturization of ion traps,
necessary for scaling to large numbers of qubits and smaller footprints, is the presence of
electric-field noise. This noise causes decoherence of the ion motional modes and limits the
fidelity of multi-ion qubit interactions [5]. The electric field noise originates from surfaces
close to the trapped ion and is typically orders of magnitude larger than the Johnson noise
expected from the thermal motion of the electrons in a conductor of the same geometry
[6]. While identifying the microscopic sources of this excess electric-field noise is an active
topic of research, it has been found to scale strongly with distance to the trap surface [6,
7]. To date, various possible sources of such excess electric-field noise have been proposed
and studied theoretically, resulting in a range of possible distance scalings [6, 8, 9]. In
this thesis work, we measure a precise noise scaling with distance to provide information
on the spatial extent of surface noise sources. This information may aid the community to
understand the underlying mechanisms behind excess surface noise and allow engineering of
better ion traps or inspire reliable surface treatments. Beyond ion traps, surface electric-
field noise limits the performance of solid-state quantum sensors, such as nitrogen-vacancy
centers in diamond [10], and hinders precision measurements, including gravitational probes
with charged particles [11, 12] and Casimir-Polder force studies [13, 14]. Thus, a better
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understanding of surface noise in ion traps may help advance research in these fields.
Another key feature for scalable trapped ion technology is the ability to communicate

information between distant ions in separate traps. Control in a single trapping potential
is limited to tens of ions due to trap frequency crowding and other technical challenges.
Thus, scaling trapped ion systems to hundreds of ions requires a modular architecture which
features several linked ion registers. Proposed interconnect mechanisms among these registers
may take the form of shuttling ions or generating photonic links. In this thesis, we explore
an alternative to these interconnects that involves transferring quantum information from
one ion to another distant ion through a classical wire. The ideas behind this project date
even prior to the inception of the Häffner lab at UC Berkeley in 2009. Over the years, this
ambitious project has challenged generations of researchers and undergone a few iterations.
The first iteration of the experiment was designed with a standard linear surface trap with
a wire suspended above the trap using piezo translation stages [15]. Ultimately, we arrived
at a trap design which integrated the coupling wire onto the surface trap itself. The 500 µm
long electrically floating wire connects two separate trapping zones, each modeled after the
elevator trap. With this trap, we provide experimental results showing the energy exchange
between two remote ions enhanced via the shared metallic wire. These results mark the base
of future ion-wire-ion systems, which may lead to large-scale modular ion traps or hybridized
versions of trapped ion qubits and solid-state qubits for quantum computation.

An outline of this thesis is given by the following: We begin in Chapter 2 with a brief
review of the physics behind ion trapping and provide example designs for standard ion
traps. In Chapter 3, we explore the atomic structure of the 40Ca+ ion and analyze basic
laser-ion interactions required for control and measurement of an ion in our experiments.

In Chapter 4, we introduce a novel surface trap design, the four-RF-electrode trap,
which we colloquially term the “elevator” trap. This trap design features RF fields that
provide confinement in the trap plane, but cancel along the vertical axis which is perpendic-
ular to the trap surface. The ion trapping height and vertical potential are fully controlled
with DC fields, simplifying vertical shuttling, hence the “elevator” moniker, and allowing for
trapping of vertical ion strings. With this design, we have demonstrated trapping at heights
ranging from 50 to 300 µm above the trap surface. We also discuss potential applications of
the trap design in quantum control and electric field sensing.

Chapter 5 details the experimental setup of our ion trap apparatus, including fab-
rication, assembly, electronics, optics, and challenges faced and overcome throughout the
process.

In Chapter 6, we present the first scientific results utilizing the elevator trap. Explicitly,
we probe electric-field noise in a surface ion trap for ion-surface distances d between 50 and
300 µm in the normal and planar directions. We find the noise distance dependence to
scale as d−2.6 in our trap and a frequency dependence which is consistent with 1/f noise.
Simulations of the electric-field noise specific to our trap geometry provide evidence that
we are not limited by technical noise sources. Our distance scaling data is consistent with
a noise correlation length of about 100 µm at the trap surface, and we discuss how patch
potentials of this size would be modified by the electrode geometry.
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Finally, in Chapter 7, we present a novel long-range ion-ion coupling mechanism: mo-
tional dipole-dipole coupling of two ions in separate traps enhanced via an electrically floating
metallic wire. Here, two ions are held in separate trapping zones, and their motions induce
oscillating charges in a shared wire, which acts as an intermediate bus to communicate be-
tween the ions. We demonstrate classical energy exchange between the two separated ions
connected with a wire. Improvements are discussed in order to bring the energy exchange
into the single-quantum regime. We conclude with and overview of applications for such a
capability, including scalable quantum networks and hybrid quantum architectures.
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Chapter 2

Ion traps

As charged particles, ions have naturally strong interactions with electromagnetic fields.
Taking advantage of this feature, we can spatially confine ions in three-dimensions with an
appropriate choice of fields. These external trapping fields in combination with the mutual
Coulomb interaction between ions allows the formation of ion crystals, or spatially separated
individual ions with shared motion. The two main schemes for physical realization of trapped
ions utilize either oscillating electric fields (Paul traps) or oscillating magnetic fields (Penning
traps). In this chapter, we describe the theory behind the former scheme, and discuss the
standard physical implementations of radio-frequency (RF) Paul traps.

2.1 Paul traps

3-D confinement of an ion is impossible to achieve with solely static (DC) electric fields. This
can be seen by attempting to solve Laplace’s equation, ∇2Φ = 0, with a static quadrupole
potential,

Φ(x, y, z) =
U0

2r2
0

∑
i

αix
2
i . (2.1)

where U0 is the static voltage, r0 is the characteristic ion-electrode distance, xi correspond to
the three spatial dimensions x, y, z, and αi are geometric factors in the ith dimension. There
are two mathematical requirements to establish confinement in 3-D for positively charged
ions. The first requirement is to maintain a confining concavity of the quadratic potential
in all dimensions, meaning

αi > 0,∀i = 1, 2, 3. (2.2)

The second requirement is to satisfy Laplace’s equation, which is equivalent to satisfying∑
i

αi = 0. (2.3)

All non-trivial solutions to Eq. (2.3) imply that we must have at least one dimension with
anti-confining potential, i.e. αi < 0. However, this is explicitly in contradiction with the
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first requirement stated in Eq. (2.2). From this contradiction, we conclude the impossibility
of creating a fully confining static electric potential in 3-D space.

A solution to this dilemma was introduced by Wolfgang Paul in 1953 [16]. Broadly, the
idea was to generate 3-D confinement with dynamic electric fields rather than static fields.
The validity of Paul’s design centers on an averaging effect from the oscillating RF trapping
fields, and can be conceptually understood as the following: At any instantaneous point in
time, we must have a saddle-like potential, with anti-confinement in at least one orthogonal
spatial dimension. However, we can oscillate the potential in time such that the confinement
and anti-confinement axes switch back and forth. If this is done fast enough, an ion located
at the center of this oscillating potential will experience an averaged confining force in all
dimensions where the voltage oscillation is non-zero.

2.1.1 Classical ion motion

We investigate this mathematically following the analysis from [17, 1]. By adding a time-
dependent term to the potential in Eq. (2.1), we arrive at the full electric potential that can
be written as

Φ(x, y, z, t) =
U0

2r2
0

∑
i

αix
2
i +

V0

2r2
0

cos(ΩRF t)
∑
i

α′ix
2
i . (2.4)

where V0 is the amplitude of the oscillating part of the potential, ΩRF is the angular frequency
of oscillation set by an external driving force, and α′i is the geometric factor of the ith

oscillating potential.
Each spatial dimension in the potential, Φ(x, y, z, t), can be treated independently, and

the one-dimensional classical equation of motion of an ion with charge e and mass m is

ẍ+
e

m

∂Φ

∂x
= ẍ+

e

mr2
0

(U0α + V0 cos(ΩRF t))x = 0 (2.5)

This can be reformulated into the Mathieu differential equation

d2x

dξ2
+ [ax − 2qx cos(2ξ)]x = 0 (2.6)

where

ξ =
ΩRF t

2
, ax = − 4eU0α

mr2
0Ω2

RF

, qx =
2eV0α

′

mr2
0Ω2

RF

. (2.7)

The Mathieu equation has been shown to have stable solutions [1, 18, 19] of the form

x(ξ) = Aeiβxξ
∞∑

n=−∞

C2ne
i2nξ +Be−iβxξ

∞∑
n=−∞

C2ne
−i2nξ (2.8)

where A and B are constants determined by initial conditions, and βx and C2n are functions
of ax and qx. These stable solutions are only valid for certain values of ax and qx [1, 20]. One
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such stable parameter region is where (|ax|, q2
x) � 1. All of the trapped ion experiments in

this thesis have operated in this parameter regime. Working in this region along with the
initial condition of A = B, we find the solution to the Mathieu equation to be

x(t) = Ax cos(βx
ΩRF

2
t)[1− qx

2
cos(ΩRF t)], (2.9)

βx =

√
ax +

q2
x

2
(2.10)

where Ax is a constant determined by additional initial conditions.
The stable solution x(t), in Eq. (2.9), represents the lowest-order approximate classical

trajectory of an ion confined within a quadratic potential. On inspection of x(t), we see that
the motion consists of two oscillating terms: a large amplitude, slowly oscillating term at
frequency ωx = βxΩRF/2, which is commonly referred to as ‘secular’ motion, and a small
amplitude, fast oscillation at frequency ΩRF , typically termed as ‘micromotion’. Micromotion
can be experimentally suppressed by bringing the ion into the RF null [17], making qx ≈ 0.
The RF null is the position where the electric-field gradient is minimized; it sits at the saddle
point of the electric potential, where the amplitude of the oscillating potential is typically
zero. In most theoretical treatments [1], another assumption of low ion kinetic energy is
made, implying Ax ≈ 0. This condition is imposed to ensure that the ion motion does not
cause significant deviation from the RF null. With the combination of qx ≈ 0 and Ax ≈ 0,
we find that the trapped ion motion may be fully capture by the secular motion,

x(t) ≈ Ax cos(ωxt). (2.11)

We could have similarly arrived at this solution by using an effective stationary potential,
known as a ‘pseudopotential’, to approximate the average RF potential. The intuition for
this method is that, for ωx � ΩRF , over one period of ion oscillation, τx = 2π/ωx, the force
from the RF acting on the ion averages to zero. And so we can model the system with a
pseudopotential,

Ψ(x) =
e2

4mΩ2
RF

|∇Φ(x)|2 (2.12)

2.2 Common RF trap designs

The electrode geometry and design of an ion trap is influenced by several functional factors.
For example, it is prudent to generate confining potentials as harmonic as possible near the
ion position because this leads to larger trapping depths and increased ion lifetimes. Addi-
tionally, the electrodes must be placed to provide 3-D control of the dipole and quadrupole
electric-fields. In practice, many possible arrangements of RF and DC electrodes may satisfy
the above conditions. In this section, we will discuss two such ion trap designs that have
proved valuable to the trapped ion research community.
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Figure 2.1: (Left) Schematic of electrode layout for a 3-D linear RF Paul trap. Static DC
fields are applied to black electrodes, oscillating RF fields are applied to white electrodes, and
gray electrodes are held as GND reference. The electric-field lines, shown in red, illustrate the
instantaneous quadrupole field formed by the RF electrodes. With the appropriate voltages
on each electrode, crystallized ion strings oriented along the ẑ axis may form. (Right)
Schematic of electrode layout for a standard five-wire linear surface trap design. The RF and
GND electrodes can be directly mapped from the 3-D electrode rods, noting that the upper
GND rod is now represented by GND at y = ∞. The resulting instantaneous RF electric-
field lines are again shown in red, with quadrupole confinement similar the 3-D counterpart.
Additionally, the 3-D DC endcaps are translated to multiple surface DC electrodes. The
combination of RF and DC fields analogously traps ion strings along the ẑ axis. Typical
DC electrode voltages are on the order of 10 V, and RF electrodes are driven with order
10− 100 V at ∼ 10 MHz.

2.2.1 3-D linear trap

A 3-D linear RF trap has electrode structure shown in Fig. 2.1 (left). Although many
variations exist, the general architecture consists of four rods arranged symmetrically around
a center axis. When two oppositely paired rod electrodes are driven with in-phase RF voltage,
they generate oscillating quadrupole confinement in the radial x̂, ŷ directions, as shown by
the red electric-field lines in Fig. 2.1. By symmetry of the RF electrodes, there is an RF null,
or pseudopotential minimum, line that forms along the center ẑ axis. Ions trapped along
this RF null axis experience minimal micromotion, allowing the ion motion to be described
by the secular approximation, as seen in Section 2.1.1. The remaining two opposite rods are
split into segments that hold static DC potentials to confine ions in the axial ẑ direction.
Both the RF and DC potentials are referenced to a common ground (GND).
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With an axial ẑ confinement relatively weak compared to the radial x̂, ŷ confinement,
this configuration will align multiple ions along the RF-null z axis in a linear chain. The
separation between ions is determined by a balance between the ion-ion Coulomb force and
the strength of confinement in the axial direction. Typical ion-ion separations are ∼ 5 µm,
allowing for individual addressing of each ion with independent laser beams. This capability
and architecture has led to a plethora of exciting results in quantum information processing,
quantum sensing, and quantum simulation [21, 22].

2.2.2 Linear surface ion trap

The first demonstration of a microfabricated surface-electrode ion trap [23] opened the path
towards scalable quantum information processing with trapped ions. The design of a stan-
dard linear surface trap, shown in Fig. 2.1 (right), takes inspiration from its 3-D predecessor,
and is often referenced as the five-wire trap design [24, 25]. The long RF rods are mapped
and flattened onto the surface in the form of long RF electrodes, and the segmented DC
rods are mapped onto segmented surface electrodes, with designated ground potentials on
the trap surface and at infinity. This design maintains the quadrupole confinement of the
3-D linear traps, and can analogously trap linear chains of ions along the axial ẑ direction.

The advantages of a surface trap architecture over 3-D traps include simplified fabrication
of complex electrode structures, allowing for finer and more localized ion control, such as
localized micromotion compensation, ion shuttling between trapping regions and through
junctions [26, 27, 28], and splitting and merging of ion chains. Additionally, the footprint
of surface traps are an order of magnitude smaller than bulky 3-D traps. Surface traps
also take advantage of standardized micro- and nano-fabrication techniques, which make
trap production more reliable, reproducable, and customizable. For instance, various groups
have created surface traps with unique potential landscapes [29, 30] and on-chip integration
of ion addressing beams have been demonstrated [31].

Of course, this architecture also comes with disadvantages. Because the spacing between
electrodes is typically on the order of microns, the voltages must be kept relatively small
(to prevent arching and damage to the traps), leading to lower trap depths and shorter ion
lifetimes. Another disadvantage is a result of the 2-D limited geometry of the electrodes,
which causes anharmonicities in the electric potentials. As a result, the quadratic approxi-
mation of the confinement potential does not spatially extend as far as its 3-D counterparts,
leading to reduction of the trap depths of ∼ 100 times [24]. Optical access is also essentially
limited to laser beams parallel with the trap plane, since beams coming from below will not
reach the ion and short wavelength (. 450 nm) beams coming from above will expose the
surface electrodes to unwanted photo-electric charging [32]. Furthermore, trapped ions are
held typically 30 − 300 µm above the surface, which makes them sensitive to electric-field
noise on the surface of the trap, see Chapter 6. This sensitivity causes unwanted motional
decoherence, which negatively affects the fidelity of quantum operations.
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Chapter 3

Laser-ion interactions

In this section, we will explore the internal structure of the 40Ca+ ion, which acts as the
experimental workhorse of this thesis. With the use of lasers, we are able to perform a
variety of essential experimental operations on the 40Ca+ ion. Accordingly, we continue
the discussion with an overview of the basic laser-ion interactions required for control and
measurement of an ion, such as ion state detection, cooling, and state manipulation.

3.1 Atomic structure of Calcium

3.1.1 40Ca+ production

We begin our discussion of the Ca atom by reviewing the experimental procedure for pro-
ducing 40Ca+ ions. In brief, single 40Ca+ ions are produced by heating macroscopic granules
of neutral Ca, causing sublimation of the Ca. The neutral Ca atoms generated in this way
are then ionized with a set of localized lasers.

The setup to achieve this is shown in Fig. 3.1. This apparatus is referred to as the Ca
“oven”, composed of a stainless steel tube, which is open-ended on one side and filled with
neutral Ca granules. Importantly, a thin sheet of tantalum foil wraps around the oven tube.
By running electrical current through the tantalum foil and oven tube, we generate ohmic
heating of the system, and a spray of heated Ca atoms exits the open end of the tube. The
full circuit is routed outside of the vacuum chamber via two metallic arms connected to the
oven tube and tantalum foil. Typically, we run the Ca oven with 2−4 A, or 2−4 W. Higher
powers generally lead to faster loading of 40Ca+ ions in the trap, but one must take care
not to overdrive the oven, as this may lead to accidental coating of the electrode surfaces
or higher in-vacuum pressures, increasing collisions and leading to unstable trapping. When
packing the tube with Ca, it is important to minimize exposure to atmosphere because the
Ca granules oxidize within a couple hours in air.

To generate 40Ca+ from the spray of neutral Ca atoms, we perform photoionization,
which can be feasibly accomplished with one, two, or three photon processes [33]. Even
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Figure 3.1: Schematic of the in-vacuum Ca oven. Two electrical leads receive external power
to heat the oven tube in the region covered by tantalum foil. As the temperature rises in the
tube, the Ca granules sublimate, and a spray of Ca atoms exits the open-ended oven tube.
The path of a Ca atom upon exit is random and uncollimated, leading to a wide solid angle
spray.

higher number photon processes may be conceived, but the resources required for such a
task are not practical. We choose to work with the two-photon process because the one-
photon process requires ultraviolet (UV) light near 203 nm, which is difficult to work with,
and the three-photon process has a slower ionization rate. Starting with the 1S0 electronic
ground state of 40Ca, 422 nm laser light excites the electron to the 1P1 excited state. Then
laser light with energy greater than 391 nm light excites the electron into the continuum,
releasing a single electron from the 40Ca atom. Typically, the 422 nm light is oriented
perpendicular to the open-ended Ca tube so that Doppler shifts caused by the velocity of
the spray of Ca atoms may be neglected.

3.1.2 40Ca+ energy levels

We are then left with singly ionized 40Ca+, which has one valence electron, and thus a
hydrogen-like internal energy level structure with a nuclear spin of I = 0, meaning there is
no hyperfine structure. Fig. 3.2 shows the five lowest energy levels of 40Ca+ along with the
relevant transition wavelengths between states. The ground state, S1/2, has electric-dipole
transitions to the P1/2 and P3/2 excited states as well as electric-quadrupole transitions to
the D3/2 and D5/2 excited states.

Of particular note is the S1/2 ↔ P1/2 transition at 397 nm combined with the P1/2 ↔ D3/2

transition at 866 nm. The manifold created by these three states is used for state detection,
see Section 3.3, and Doppler cooling of the ion, see Section 3.4.1. Although the S1/2 ↔ P1/2

transition at 397 nm takes center stage in these operations, the addition of the 866 nm laser
crucially maintains an effective cycling transition between the S1/2 and P1/2 states. Because
P1/2 has a branching ratio of (P1/2 ↔ S1/2)/(P1/2 ↔ D3/2) = 14.54 [34], absence of the
866 nm laser results in optical pumping of the electronic population into the D3/2 state. The
866 nm light is required to repump population from D3/2 back to the P1/2 state, allowing us
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Figure 3.2: Energy level structure of 40Ca+, with atomic states labeled as (2S+1)LJ . Colored
arrows indicate the transition wavelengths between states relevant to the experimental work
in this thesis. For completeness, grey arrows show additional transition wavelengths from
the electronic ground state, S1/2.

to effectively neglect the D3/2 state in our analysis.
Another important transition is the S1/2 ↔ D5/2 transition at 729 nm. Although it

is dipole-forbidden, enough laser power will coherently drive S1/2 ↔ D5/2 as a quadrupole
transition. This feature allows us to use the meta-stable D5/2 state, with a naturally long
lifetime of 1.2 s [35], as the excited state of our optical qubit. A quick path to reset our qubit
from the D5/2 state to the S1/2 state is through the D5/2 ↔ P3/2 transition at 854 nm, since
the lifetime of the P3/2 state is 7.4 ns [36]. Thus, a combination of the 729 nm and 854 nm
transitions forms a manifold for coherent state manipulation between the ground state, S1/2,
and the excited state, D5/2.

3.1.3 Zeeman sub-levels

For states with non-zero electronic total angular momentum, ~J , an externally applied mag-
netic field, ~B, will split the energy levels of the state due to the Zeeman effect. The energy
shift of these Zeeman sub-levels is determined by

∆E = gJµBmj| ~B|, (3.1)

where µB is the Bohr magneton, mj is the magnetic quantum number, and gJ is the Landé
g-factor given by

gJ = 1 +
J(J + 1) + S(S + 1)− L(L+ 1)

2J(J + 1)
(3.2)

where J is the total electronic angular momentum, L is the orbital angular momentum, and
S is the spin angular momentum. In our experiments typically a magnetic field of 3 − 5 G
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is applied, which results in energy shifts on the order of 1 MHz. These energy splittings
become relevant in the S1/2 ↔ D5/2 transition, since the natural linewidth of this transition,
∼ 0.16 Hz, is much narrower than 1 MHz. The S1/2 state splits into 2 sub-levels while
the D5/2 state splits into 6 sub-levels. Combined with the fact that electric quadrupole
transitions allow only |∆mj| ≤ 2, we find that optical spectroscopy of the S1/2 ↔ D5/2

transition can result in 10 different transition lines.
In order to better approximate an ideal two-level atom, we may suppress excitation

on some transitions with a combination of geometric interaction effects and optical pump-
ing [36]. The interaction geometry can be parameterized by two angles: the angle between
the laser beam propagation and the magnetic field, θ, and the angle between the laser beam
polarization and the magnetic field vector projected into the plane of incidence, γ. For ex-
ample, we may select only the ∆m = ±2 transitions by setting θ = 90° and γ = 90° [36],
leaving us with 4 transition lines. Furthermore, we may halve the allowable transitions by
suppressing excitations from the S1/2(m = +1/2) state via optically pumping the population
into the S1/2(m = −1/2) state such that only the S1/2(m = −1/2)↔ D5/2(m = −5/2) and
S1/2(m = −1/2) ↔ D5/2(m = +3/2) transitions remain. The frequency splitting between
these two transitions is large, typically 30 − 40 MHz. Hence, for a single laser tone with
frequency near one of the transitions, we may approximate the resulting dynamics with a
two-level system.

3.2 Coherent operations

In this section, we provide an analysis of the coherent dynamics of trapped ions interacting
with laser light. The discussion is centered around the full trapped ion Hamiltonian, Ĥ,

Ĥ = Ĥm + Ĥe + Ĥi (3.3)

where Ĥm is the trapped ion motional Hamiltonian, Ĥe is the internal electronic Hamilto-
nian, and Ĥi represents the laser-ion interaction Hamiltonian. In addition, we offer some
intuition behind the dynamics through approximations within the Hamiltonian and peda-
gogical examples.

3.2.1 Quantized ion motion

To being, an accurate understanding of the coherent dynamics and cooling process of ions
requires a quantum-mechanical picture of their motion. With the help of various laser cooling
techniques, see Section 3.4, the kinetic energy of trapped ions may be reduced to levels near
their motional ground state. In this regime, the harmonic motion of the ions may be treated
quantum-mechanically. In order to fully capture the quantum state of a trapped ion, we
must account for these quantized motional states of the 40Ca+ ion in harmonic trapping
potentials in addition to the internal electronic states from Section 3.1. Explicitly, the
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motional Hamiltonian of the system takes the familiar form,

Ĥm =
∑
i

(
p̂i

2m
+

1

2
mω2

i x̂i) =
∑
i

~ωi(â†i âi +
1

2
) (3.4)

â†i =

√
mωi
2~

(x̂i −
i

mωi
p̂i) , âi =

√
mωi
2~

(x̂i +
i

mωi
p̂i), (3.5)

where â† and â are, respectively, the creation and annihilation operators of the quantum
harmonic oscillator.

3.2.2 Laser interactions with two-level atom

We continue our discussion under the assumption that the electronic energy levels of 40Ca+

may be treated as an effective two-level system on one of the S1/2 ↔ D5/2 transitions, with
ground state |S〉 and excited state |D〉. As such, we take advantage of the the Pauli spin
operators σz, σ

+, and σ− to represent our system. The energy of the internal electronic
states is described by the Hamiltonian Ĥe,

Ĥe =
~ν
2
σz, (3.6)

where ν is the atomic transition frequency between the |S〉 and |D〉 states.
The excitation in the |S〉 ↔ |D〉 manifold may be controlled by laser light, where the

one-dimensional electric-field of the laser light that addresses the transition is described by

~E(x, t) = Eei(kx−νLt+φ) + E∗e−i(kx−νLt+φ) (3.7)

where E is the magnitude of electromagnetic wave, νL is the frequency of the laser light, k is
the wavenumber, and φ is the phase. The interaction of our two-level atom with a light-field
is given by the Hamiltonian Ĥi = −d̂ · ~E, where d̂ = µ(σ+ + σ−) is the ion’s electric dipole
moment with matrix element µ. In particular, interaction with a laser parameterized by
Eq. (3.7) produces

Ĥi =
~ΩR

2
(σ+ + σ−)(ei(kx−νLt+φ) + e−i(kx−νLt+φ)), (3.8)

where the coupling strength is defined by the Rabi frequency, ΩR = µE/~.
The dynamics of the system can be best seen by transforming into the interaction picture

with U = exp[−i(Ĥm + Ĥe)t/~], where our Hamiltonian becomes

HI = U †HiU =
~ΩR

2
(σ+ei(kx−δt+φ) + σ−e−i(kx−δt+φ)) (3.9)

with δ = νL − ν. Note that we have applied the rotating-wave approximation in Eq. (3.9)
because the rapidly oscillating terms, with frequencies νL + ν, have little effect on the time-
evolution of the system, and can thus be neglected [37].
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At this point, it is relevant to talk about the different length scales associated with the
laser wavelength, λ, and ion spatial extent, x0. The Lamb-Dicke parameter, η, is defined to
be the ratio between these two quantities,

η =
2πx0

λ
= kx

√
~

2mωt
=

√
ωR
ωt
, (3.10)

where kx = ~k · x̂ is projection of the laser onto the ion’s motion in the x̂-direction. The
last equality in Eq. (3.10) gives additional intuition about the Lamb-Dicke parameter as a
function of the trap frequency, ωt, and the ion’s recoil energy, ωR = ~k2/2m, upon absorption
or emission of a photon. Now using the equality kxx = η(a+a†), we can reformulate Eq. (3.9)
as

HI =
~ΩR

2
(eiη(â+â†)σ+e−i(δt−φ) + e−i(η(â+â†)σ−ei(δt−φ)), (3.11)

which will permit a better physical understanding of the dynamics in Section 3.2.3.

3.2.3 Lamb-Dicke regime

When the spatial extent of the atomic wavepacket is much smaller than the transition wave-
length, we find ourselves in the Lamb-Dicke regime, defined by η2(2n+ 1)� 1. Our experi-
ments are often run in this regime, with typical parameters of ωR ∼ 10 kHz and ωt ∼ MHz,
resulting in a small parameter η ∼ 0.1. Hence, we can expand the Hamiltonian in Eq. (3.11)
with the Taylor expansion

eiη(â+â†) ≈ 1 + iη(â+ â†) +O(η), (3.12)

meaning that transitions which change the motional quanta by more than one are suppressed,
and we arrive at the simplified Hamiltonian

HI =
~ΩR

2
[(1 + iη(â+ â†))σ+e−i(δt−φ) + (1 + iη(â+ â†))σ−ei(δt−φ)]. (3.13)

In this regime, there are only three important resonances to consider. After setting φ = 0
for simplicity, the first resonance occurs for δ = 0, and is referred to as the carrier transition,
which takes the form

Hcar =
~
2

Ωcar[σ
+ + σ−]. (3.14)

This Hamiltonian gives rise to |S, n〉 ↔ |D,n〉 transitions, with coupling strength described
by the Rabi frequency, Ωcar. Although carrier transitions do not affect the ion motional
states, the coupling strength is affected by the motional state of the ion. This effect to
second order is

Ωcar = ΩRLn(η2) ≈ ΩR(1− η2n). (3.15)

This relationship physically arises from the perceived Doppler shift of the laser frequency
from the ion’s frame. As the magnitude of the motion increases with increasing quantum
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Figure 3.3: Simulated carrier Rabi flops with bare Rabi frequency Ω0 = 2π × 10 µs. The
Rabi excitations for Fock states n = 0 (10/20) are shown in blue (orange/cyan)

number, n, the Doppler-induced detuning from the carrier transition increases as well, thus
decreasing the coupling strength of the carrier transition.

The second resonance occurs for δ = −ωt and is called the first red sideband transition,
with a Hamiltonian of the form

Hrsb =
~
2

ΩRη[âσ+ + â†σ−]. (3.16)

This Hamiltonian leads to |S, n〉 ↔ |D,n− 1〉 transitions, with coupling strength Ωrsb =
η
√
nΩR. This interaction removes one quantum of motion as the ion’s internal electronic

state is excited, analogous to the Jaynes-Cumming Hamiltonian in Cavity QED.
The third resonance is referred to as the first blue sideband transition and occurs for

δ = ωt, with Hamiltonian

Hbsb =
~
2

ΩRη[â†σ+ + âσ−], (3.17)

giving rise to transitions of the type |S, n〉 ↔ |D,n+ 1〉, with Rabi frequency Ωbsb =
η
√
n+ 1ΩR. Sometimes called the anti-Jaynes-Cummings Hamiltonian, this interaction adds

one quantum of motion while also exciting the electronic state of the ion.

3.2.4 Coherent dynamics

At this stage, we are equipped to explore and visualize the time-evolution of the transitions
described in Section 3.2.3. Starting with the carrier transition, we see the effect of varying
the fock state manifold, which results in different Rabi frequencies. As shown in Fig. 3.3,



CHAPTER 3. LASER-ION INTERACTIONS 16

Figure 3.4: (Left) Simulated first-order red sideband Rabi flops with bare Rabi frequency
Ω0 = 2π×10 µs. (Right) Simulated first-order blue sideband Rabi flops. The Rabi excitations
for Fock states n = 0 (10/20) are shown in blue (orange/cyan). Note there is no red sideband
excitation for the n = 0 Fock state.

an increase in |n〉 results in a weaker coupling strength for the |S, n〉 ↔ |D,n〉 transition, as
expected from Eq. (3.15).

The coupling strength of the sideband transitions exhibit the opposite behavior with
changing |n〉, and actually increase with increasing |n〉. This trend can be seen in Fig. 3.4,
where Fig. 3.4(left) shows the time-evolution of the first-order red sideband for |n〉 =
0, 10, and 20, and Fig. 3.4(right) shows the time-evolution of the first-order blue sideband
for the same |n〉 sequence.

3.3 State detection

Following an analysis of the theory behind coherent operations with a two-level ion, it is
appropriate to describe an experimental method of measuring the 40Ca+ ion state. In order
to probe whether an ion is in the |S〉 ground state or the |D〉 excited state, we employ the
electron shelving technique. By driving the S1/2 ↔ P1/2 transition with a laser near 397 nm,
we project the ion into one of two states in the subspace |S〉 , |D〉. If the ion is in the |S〉
state, it will fluoresce from photon scattering on the S1/2 ↔ P1/2 transition. Conversely, if
the ion is in the |D〉 state, it will appear dark, as 397 nm light does not excite any transitions
and thus no photons are scattered.

We collect the scattered photons into a photomultiplier tube (PMT) and gather statistics
on the number of collected photons following each experiment. The resulting data for 100
realizations of the same quantum state is shown in Fig. 3.5, where we have collected photons
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Figure 3.5: Normalized state readout histogram of 100 experiments with 2 ms exposure time
on a PMT in kiloCounts. The dashed red line designates a threshold which separates the
readout counts of bright and dark states. Overlaid are energy level diagrams and transitions
for readout of an ion in the bright state, |S〉 (left) and in the dark state, |D〉 (right).

in the PMT for 2 ms after each realization. The particular state represented in Fig. 3.5
is a superposition of |S〉 and |D〉, |ψ〉 = |α|2 |S〉 + |β|2 |D〉. The values of |α|2 and |β|2
may be extracted from the readout counts associated with bright |S〉 and dark |D〉 states,
respectively, where the distinction between the two states is set by a threshold on the number
of collected photons, designated by the red dashed line in Fig. 3.5. In practice, the threshold
state discrimination is a sufficient method, but we note that a more thorough analysis of α
and β may be performed with fits of the histograms to Poisson distributions [36].

3.4 Laser cooling

3.4.1 Doppler cooling

Conceptually, the physics of Doppler cooling is centered on the Doppler effect and may be
naively explained with energy conservation. To illustrate this, let us consider a single cycle
in the Doppler cooling process. We begin with a laser, red-detuned from an atomic dipole
transition and directed onto a trapped ion in harmonic motion. As the ion moves toward
the laser light, it may absorb a red-detuned photon, since, in the ion’s frame of reference,
the Doppler effect shifts the photon frequency onto resonance with the atomic transition.
Successively, a photon resonant with the atomic transition is spontaneously emitted, resulting
in a net loss of energy from the ion.

Using a more analytical approach, we can understand Doppler cooling with a semi-
classical picture of the atomic motion, which includes dissipative forces induced by laser
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light and momentum fluctuations caused by spontaneous emission. Qualitatively, we expect
to reach a motional equilibrium once the viscous Doppler laser cooling rate equals the spon-
taneous emission heating rate. Quantitatively, we may determine this equilibrium Doppler
cooling temperature limit using the Einstein relation for a one-dimensional system,

D = mηkBT (3.18)

where D is the diffusion constant from the diffusion model for Brownian motion, η is the
friction coefficient associated with the viscous (velocity dependent) force exerted by the laser
on the ion, kB is the Boltzmann constant, and T is the temperature associated with the ion
motion, see Section 3.4.2 for details. For the calculation, we treat the S1/2 ↔ P1/2 transition
of our ion as a two-level system, with S1/2 as the ground state, |g〉, and P1/2 as the excited
state, |e〉.

Let us begin by deriving η from the average force exerted on an ion by laser light with
frequency ωL. This force is calculated by the average rate of momentum change [1],

〈F̂ 〉 = 〈dp
dt
〉 = ~~kΓρee = ~~kRopt (3.19)

where ~~k is the momentum kick imparted by the laser, Γ is the linewidth of the atomic
transition, ρee is the probability of finding the ion in the excited state, and Ropt is the rate
of optical pumping analogous to the spontaneous emission rate,

Ropt =
Γ|ΩR|2

(Γ/2)2 + (δ − ~k · ~v)2
, (3.20)

where the Rabi frequency, ΩR = ~d · ~E/~, is dependent on the atomic dipole ~d and the laser

electric-field ~E, and δ = ωL − ω is the laser detuning referenced to the atomic transition
frequency. Eq. (3.19) holds only in the weak laser-field limit, Ω2

R � Γ2, where the force
is not dominated by a radiatively broadened transition. In the case of a cold ion, we can
expand the force in Eq. (3.19) for small velocities, ~k · ~v � 1, to obtain

〈F̂ 〉 ≈ ~~kRv=0
opt

(
1 +

2δ~k · ~v
(Γ/2)2 + δ2

)
. (3.21)

The first term of Eq. (3.21) is a velocity-independent momentum kick which does not con-
tribute to the cooling rate [1]. The second term of Eq. (3.21) provides a velocity-dependent

cooling force, which may be parameterized as ~F = ηm~v with η defined to be the friction
coefficient,

η =
2Rv=0

opt

m

~k2δ

(Γ/2)2 + δ2
. (3.22)

Our analysis continues with a calculation of the diffusion constant, D, under the Heisenberg-
Langevin formalism. D describes the natural heating caused by spontaneous emission and is
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defined to be the autocorrelation function of δF̂ (t), defined as the fluctuating force resulting
from Brownian motion of the ion,

2Dδ(t− t′) = 〈δF̂ (t)δF̂ (t′)†〉. (3.23)

To understand δF̂ (t), we start with the full force exerted on an ion by a plane-wave laser,
ΩRe

ikx,
F̂ = i~kΩ∗Rσ̂ge − i~kΩRσ̂eg = 〈F̂ 〉+ δF̂ , (3.24)

where σ̂ge = |g〉 〈e|. We decompose the full force into an average force, 〈F̂ 〉, along with

fluctuations around the mean, δF̂ . To find σ̂ge, we look to the Heisenberg-Langevin equation,

dσ̂ge
dt

=
i

~
[ĤLI , σ̂ge]−

(
Γ

2
+ iδ

)
σ̂ge + (σ̂ee − σ̂gg)f̂(t) (3.25)

where f̂(t) is a stochastic force which follows properties of the Langevin noise term, i.e.
〈f̂(t)〉 = 0 and 〈f̂(t)f̂(t′)†〉 = δ(t − t′), and the Hamiltonian for the laser-ion interaction is
given by

ĤLI = −~Ω∗Rσ̂ge − ~ΩRσ̂eg (3.26)

Since we are interested in times near equilibrium, we care only about processes much slower
than Γ, meaning we may approximate dσ̂ge

dt
≈ 0 in solving for σ̂ge,

σ̂ge =
(σ̂ee − σ̂gg)f̂(t)

Γ/2 + iδ
+

i

~(Γ/2 + iδ)
[ĤLI , σ̂ge]. (3.27)

As we insert σ̂ge into Eq. (3.24), notice that only the fluctuating terms with f̂(t) contribute

to the fluctuating force, δF̂ (t),

δF̂ (t) = i~kΩ∗R
(σ̂ee − σ̂gg)f̂(t)

Γ/2 + iδ
− i~kΩR

(σ̂ee − σ̂gg)f̂(t)†

Γ/2− iδ
. (3.28)

Finally, we may calculate the autocorrelation function of the fluctuating force as

〈δF̂ (t)δF̂ (t′)†〉 = (~k)2 2Γ|ΩR|2

(Γ/2)2 + δ2
δ(t− t′), (3.29)

and derive a diffusion constant given by

D = (~k)2 Γ|ΩR|2

(Γ/2)2 + δ2
= (~k)2Rv=0

opt . (3.30)

With η the friction coefficient from Eq. (3.22), calculated assuming small laser power,
and D the diffusion constant from Eq. (3.30), we may solve the Einstein relation for the
equilibrium temperature,

kBT =
~((Γ/2)2 + δ2)

2δ
. (3.31)



CHAPTER 3. LASER-ION INTERACTIONS 20

Note that the temperature is minimized when δ = Γ/2, giving an optimized equilibrium
temperature dependent only on the linewidth of the excited state. Consequently the Doppler
cooling limit is given by

kBT =
~Γ

2
. (3.32)

We may expand our one-dimensional analysis above to a generalized geometry by following
the work from Leibfried et al. [1] and Stenholm [38] to arrive at a weak-field Doppler cooling
temperature limit,

kBT =
~Γ

4
(1 + ξ), (3.33)

with geometry factor ξ. In the one-dimensional case, where the spontaneously emitted
photons may only point directly towards or away from the laser beam propagation, ξ = 1,
and Eq. (3.33) matches Eq. (3.32). In the more realistic case, photons may be emitted
isotropically into 3-D space, which effectively slows the momentum diffusion in the laser
cooling direction. Such an effect may be accounted for by setting the geometrical factor
ξ = 2/5.

3.4.2 Temperature

Of course, as the motional states of ions are quantized, it does not make sense to assign a
temperature to a single realization of the ion motion. Instead, it is more accurate to say that
the measurement of ion temperature requires an accrual of statistics on the ion’s number
state, N̂ . Then from that information, we extract an average occupation of the the motional
quantum number, n̄. Assuming the ion is in a thermal state, i.e. at thermal equilibrium,
we can then interpret a temperature, T from this n̄ measurement. We know that when an
ion is at thermal equilibrium with an external bath of temperature, T , the distribution of
its motional states, |n〉, is proportional to the Boltzmann factor, e−n~ω/kBT . This allows us
to relate temperature, T , and the mean motional occupation, n̄,

kBT =
~ωt

ln ( n̄+1
n̄

)
. (3.34)

At this juncture, it may be helpful to provide some sense of the temperatures we will be
dealing with in this thesis. The S1/2 ↔ P1/2 transition has a linewidth of roughly 20 MHz,
meaning our final Doppler cooled ions reach T ≈ 0.3 mK. From Eq. (3.34), we see that this
temperature corresponds to average occupations of n̄ = 6 quanta, as we typically operate
our traps with ωt = 1 MHz.

3.4.3 Resolved-sideband cooling

The Doppler cooling temperature limit makes intuitive sense. However, there are quite a
few techniques, aptly termed sub-Doppler cooling, that provide cooling beyond the Doppler
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Figure 3.6: Relevant sideband cooling energy levels and transitions. Solid arrows indicate
driven transitions, and squiggly arrows indicate spontaneous decay. The cooling process can
be followed from right to left, ending at |S, n = 0〉, where the 729 nm light is no longer
resonant with a motional transition.

limit by taking advantage of the internal energy level structure of ions. One such scheme
is resolved-sideband cooling. As the name suggests, this method works in the regime where
the effective linewidth of the electronic transition, Γ, is narrower than the motional trap
frequency, ωt. In addition to the Γ� ωt requirement, it is also beneficial for the ion to start
in the Lamb-Dicke regime, η2(2n̄+ 1)� 1, as this promotes the ion to predominantly decay
on the carrier transition, preventing unwanted transitions to different motional states during
spontaneous emission. Because of this, sideband cooling is usually performed after an initial
Doppler cooling step, which initializes the ion into the Lamb-Dicke regime.

From Section 3.2.3, we have seen that sideband transitions can change the motional state
of the ion. We can take advantage of these transitions to cool the ion to its motional ground
state. The scheme for resolved-sideband cooling is shown in Fig. 3.6, where we have ignored
the effects of heating. The process starts with an ion in the |S, n〉 state; then a π-pulse
first-order red sideband transition is applied with a laser frequency of ωl = ν−ωt, where ν is
the S1/2 ↔ D5/2 atomic transition. This operation brings the ion into the |D,n− 1〉 state.
From there, an 854 nm light then excites the ion into the P3/2 state, where it quickly decays
back to the |S, n− 1〉, thus completing a cycle of sideband cooling. At the end of a single
cycle, we have reduced the motional state of the ion by one quanta. Successive cycles of
sideband cooling will eventually bring the ion into the motional ground state, |S, 0〉. From
here, there are no longer any transitions at the laser frequency, ωl, allowing the population
to accumulate into the |S, 0〉 state.
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3.5 Temperature measurement

From Sec. 3.4.2, we saw that the temperature can be described by an average occupation
of motional states, n̄, assuming a thermal distribution. In this section we will provide
background on how to experimentally measure n̄ of an ion.

3.5.1 Sideband spectroscopy

The first method for measuring n̄ takes advantage of resolved sidebands in the Lamb-Dicke
regime. With the proper laser detuning, δ, we can drive red sideband transitions and blue
sideband transitions as described in Eq. (3.16) and Eq. (3.17), respectively. Then the time-
evolution of the excitation probabilities when driving these sidebands is given by

P rsb
D (t) =

1

2
(1−

∞∑
n=1

Pn cos(2Ωn,n−1t)) =
∞∑
n=1

Pn sin2(Ωn,n−1t), (3.35)

P bsb
D (t) =

1

2
(1−

∞∑
n=0

Pn cos(2Ωn,n+1t)) =
∞∑
n=0

Pn sin2(Ωn,n+1t), (3.36)

where Pn is the occupation probability of the motional state |n〉 at time t = 0.
Assuming a thermal distribution of motional states, we know that Pn is given by [39, 40]

Pn =
n̄n

(n̄+ 1)n+1
. (3.37)

Now for any time, t, we can compare the populations of the red and blue sidebands with the
ratio

P rsb
D (t)

P bsb
D (t)

=

∞∑
n=1

n̄n

(n̄+1)n+1 sin2(Ωn,n−1t)

∞∑
n=0

n̄n

(n̄+1)n+1 sin2(Ωn,n+1t)
=

( n̄
n̄+1

)
∞∑
n=0

n̄n

(n̄+1)n+1 sin2(Ωn+1,nt)

∞∑
n=0

n̄n

(n̄+1)n+1 sin2(Ωn,n+1t)
=

n̄

n̄+ 1
. (3.38)

From this, we can see that a measurement of n̄ consists of measuring the ratio between the
on-resonant excitation probabilities of the red and blue sidebands [41],

n̄ =
R

1−R
, R =

P rsb
D (t)

P bsb
D (t)

. (3.39)

Experimentally, we perform this measurement by probing the excitation probability as a
function of frequency, centered around the sidebands ν ± ωt. An example of temperature
measurement via sideband spectroscopy is shown in Fig. 3.7, where we plot the red and blue
sideband spectra for various ion tempartures. We extract the on-resonant (peak) excitation
of both red and blue sideband transitions with Gaussian fits, and then take the appropriate
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Figure 3.7: Demonstration of temperature measurement using sideband spectroscopy for
thermal states with n̄ = 0.12, 0.30, and 0.63 shown in blue, orange, and cyan, respectively.
The left (right) panel displays the red (blue) sideband excitation probability as a function
of the laser detuning from ν − ωt (ν + ωt). Data is taken near the pi-time of the first order
sideband Rabi flops, with solid lines as Gaussian fits to the data. From the peak values of
the fit, the mean motional occupation, n̄, for each data set is calculated at 2π× 1 MHz trap
frequency. Error bars are based on binomial statistics for 100 measurement repetitions and
represent one standard deviation uncertainty.

ratio to calculate tempratures of n̄ = 0.12, 0.30, and 0.63. The asymmetry of the sideband
excitations is largest when the ion is near the motional ground state. As n̄ increases, both
red and blue sidebands tend towards peak excitation probabilities of 0.5.

Although this method is commonly used and fairly easy to measure, there are a few
considerations to take into account. The first is that this method becomes insensitive when
n̄ exceeds ∼ 2 quanta [6]. For larger n̄, statistical errors (typically 10% for 100 repeated
experiments) on the extracted P rsb

D and P bsb
D values imply unphysical values of the ratio

P rsb
D /P bsb

D , which must be lower than 1 for a thermal state. Any measurements of n̄ & 2
should be performed with alternate methods. Secondly, we can see from Eq. (3.38) that
the ratio is independent of the pulse length, t, but that does not mean the pulse length
is unimportant. For the best signal to noise ratio, the pulse length should be set near or
slightly before the π-time of the blue sideband transition, i.e. the first maximum of the Rabi
oscillation [1]. Lastly, this method assumes a thermal distribution for the ion motional states.
Consequently, this ratio method will give inaccurate results if the ion is in a nonthermal state,
whether accidentally [42, 43] or purposely.

One method for measuring higher n̄ values is to use higher-order sidebands. The general
idea is similar to the first-order sideband case discussed above, but now generalized for the
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Figure 3.8: Simulated carrier Rabi flops of thermal states with n̄ = 10, 50, and 250 shown
in blue, orange, and cyan, respectively. The bare Rabi frequency of all the simulations is set
to, Ω0 = 2π × 10 µs. Heuristically, increasing n̄ results in a slower effective Rabi frequency
and a faster perceived contrast decay.

k-th order sidebands,
P rsbk
D (t)

P bsbk
D (t)

=

(
n̄

n̄+ 1

)k
. (3.40)

This method is sensitive to n̄ ∼ k [7].

3.5.2 Rabi oscillations

We can also extract n̄ from the time-domain by analyzing Rabi flops at fixed detunings. Let
us focus first on the carrier Rabi oscillations, with time-dependent excitation described by

P car
D (t) =

∞∑
n=0

Pn sin2(Ωcart). (3.41)

where Pn for a thermal state is given by Eq. (3.37), and Ωcar is a state-dependent Rabi
frequency which follows Eq. (3.15). To help visualize the carrier transition time-evolution,
we show simulated Rabi flops of thermal states, with n̄ = 10, 50, and 250, in Fig. 3.8.
Qualitatively, we see a decay of contrast over time, which is caused by the dephasing of the
Rabi flops for various |n〉 fock states that compose the thermal state. Due to this effect,
ions with larger n̄ will exhibit faster contrast decay, shown in Fig. 3.8, as they have a larger
spread in their harmonic oscillator quantum number. Quantitatively, we can extract n̄ from
a fit to the carrier Rabi flop. An interesting note is that in the absence of other decoherence
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Figure 3.9: (Left) Simulated first-order red sideband Rabi flops plotted for n̄ = 1, 10, and 50
in blue, orange, and cyan, respectively. (Right) Simulated first-order blue sideband Rabi
flops also for n̄ = 1, 10, and 50 in blue, orange, and cyan, respectively. All simulations use
Ω0 = 2π × 10 µs. In contrast to the carrier Rabi flops, the effective sideband oscillations
quicken with increasing n̄.

sources, there will be a revival of the carrier Rabi flop contrast if we probe for long enough
times.

Following the same logic, we can also utilize sideband excitation flops to fit for n̄. Fig. 3.9
shows the time-evolution of first-order red sideband (left) and first-order blue sideband (right)
excitations for various n̄ values. To generate accurate fits of these sideband excitations, it
is essential to possess prior knowledge of the bare Rabi frequency, ΩR. Thus in practice, we
first perform carrier excitation fits to extract ΩR.

In general, the method of analyzing Rabi oscillations is sensitive to larger n̄ than the
sideband asymmetry method described in Section 3.5.1. Of course, this technique also has
limitations. When n̄ & 500 quanta, the carrier transition rapidly dephases, leaving little
information to be extracted from the dynamics. So in the case of large n̄, it is prudent
to probe higher-order sideband transitions. In addition, the time-evolution of sideband
transitions is more appropriate for characterizing the motional occupation of non-thermal
states, as the Rabi frequency spread has a smaller dependence on n. The Rabi flop method
we have discussed is most accurate when the laser is well aligned with a single ion motional
mode. When the laser has projection onto other motional modes, Eq. (3.41) must be modified
to include the effects of those modes. Specifically, the carrier Rabi frequency from Eq. (3.15)
becomes [5]

Ωcar ≈ ΩR

∏
s

(1− η2
sns), (3.42)

where s denotes the motional modes. We must account for these additional parameters in
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our fit of Eq. (3.41) to generate accurate measurements of the temperature.
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Chapter 4

Four-RF-electrode (elevator) trap

In this chapter, we introduce a novel surface trap design, the four-RF-electrode trap, which
we colloquially term the “elevator” trap. This trap design features RF fields that provide
confinement in the trap plane, but cancel along the vertical axis which is perpendicular to
the trap surface. The ion trapping height and vertical potential are fully controlled with DC
fields, simplifying vertical shuttling, hence the “elevator” moniker, and allowing for trapping
of vertical ion strings. With this design, we have demonstrated trapping at heights ranging
from 50 to 300 µm above the trap surface. We also discuss potential applications of the trap
design in quantum control, such as moving ions in and out of control fields [44], and electric
field sensing [8, 9].

4.1 Trap design

Our trap design takes inspiration from the cross-sectional cut of a conventional four-rod Paul
trap [16]. Fig. 4.1 shows a false-color photograph of the trap we fabricated and used in this
thesis. Four RF electrodes measuring 290 × 290 µm2 each are centered on the corners of a
560 × 560 µm2 square while nine DC electrodes are sized and positioned to optimize control
of static dipole and quadrupole fields. All other areas on the chip are grounded. Further
details of the trap fabrication are outline in Section 5.1.2.

4.1.1 Trapping modes

The elevator trap can be operated in two configurations: as a point trap or as a vertical-linear
trap.

Point trap configuration

In the point trap configuration, all four RF electrodes are driven with the same amplitude and
phase, generating three-dimensional RF confinement with a single RF-null trapping point.
The position of the RF null is independent of the magnitude of RF drive and dependent only
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Figure 4.1: False-color microscope image of the microfabricated elevator trap. Static voltages
are applied to electrodes labeled DC, and oscillating voltages are applied to RF electrodes,
labeled as RF± according to the signal phase.

on the geometry of the electrodes. Fig. 4.2 shows the equipotential lines of the pseudopoten-
tial in this configuration with applied RF voltage of 100 Vpp. From these simulations, we see
that this point trap configuration has an RF null point, i.e. trapping height, located 245 µm
above the center of the trap. As the three-dimensional trapping is completely set by the RF
fields, the principal axes of oscillation are composed of the vertical ẑ-axis and two other axes
which are inherently degenerate in the xy-plane. We apply quadrupole DC fields to break
this degeneracy and set the orientation of the planar principal axes along the x̂-axis and
ŷ-axis. With an RF drive frequency of ΩRF = 2π× 20 MHz and applied voltage of 100 Vpp,
we expect trap frequencies of ωx, ωy = 2π×292 kHz and ωz = 2π×597 kHz. Experimentally,
the main purpose of ion measurements in the point trap was to demonstrate the validity of
our electric-field simulations. Additionally, trapping in this configuration gave us confidence
that the entirety of the physical trapped ion system functioned properly, including the RF
and DC electronics and connections, optics paths, vacuum system, and control software.

Vertical-linear configuration

In the vertical-linear configuration, we employ an out-of-phase RF drive where one diagonal
pair of RF electrodes (RF+) is driven with a sinusoidal voltage, while the other diagonal
pair (RF−) is driven with a voltage of the same amplitude, but opposite phase. This drive
is physically realized with a λ/2 resonator detailed in Section 5.3.3.

The out-of-phase RF drive of the vertical-linear trap produces an effective potential, or
pseudopotential [1], originating from time-averaged RF fields, as shown in Fig. 4.3. The
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Figure 4.2: (Left) Top-down view of xy-plane RF pseudopotentials at a height of z = 245 µm,
with electrode geometry shown for reference. The RF electrodes, shown in red, are driven
with signals of equivalent amplitude and phase. The DC electrodes are shown in grey.
(Right) Side view of RF pseudopotentials. The grey dashed lines in (left) and (right) denote
the position of the cross-sectional slice in (right) and (left), respectively.

calculation of the potential assumes a strictly two-dimensional trap geometry, which can
be solved analytically [45] taking into account each electrode’s solid-angle with respect to
the ion location. Our simulations assume an RF drive frequency Ωrf = 2π×18 MHz and
a peak-peak voltage Vpp = 200 V. Panel (left) in Fig. 4.3 displays the RF pseudopotential
lines in the xy-plane at a height of 175 µm, showing quadrupole confinement with an RF
null at the trap center, x = y = 0. The trap design is shown in the background for reference.
Fig. 6.1 (right) shows a cross-section of the pseudopotential in the plane defined by the
dashed grey line in panel (left) and the vertical z-axis. Due to the symmetry of the RF-
electrode pairs, the RF fields fully cancel along the vertical z-axis at x = y = 0, creating
an RF-null axis perpendicular to the surface. Confinement in this direction can be achieved
with DC potentials, which allows tuning of the trapping location along the vertical axis
without introducing excess micromotion.

4.2 Trap operation

We operate the trap in an ultra-high vacuum chamber at a pressure < 1× 10−10 mbar. An
RF voltage at a frequency of ΩRF = 2π×18.1 MHz is generated with a signal generator
(Rohde & Schwartz SMB 100A), amplified (mini-circuits ZHL-5W-1) and applied to the RF
electrodes through an inductively coupled toroidal half-wave resonator. A beam of calcium



CHAPTER 4. FOUR-RF-ELECTRODE (ELEVATOR) TRAP 30

Figure 4.3: (Left) Top-down view of xy-plane RF pseudopotentials at a height of z = 175 µm,
with electrode geometry shown for reference. The green RF electrodes are driven out-of-
phase with respect to the red RF electrodes. (Right) Side view of RF potentials. The grey
dashed lines in (left), (right) denote the position of the cross-sectional slice in (right), (left),
respectively.

atoms is propagated through the trapping region from a resistively heated oven filled with
macro-granules of calcium (Ca). Neutral 40Ca atoms are selectively ionized in a two-step
process using laser light at 422 and 375 nm, see Section 3.1.1.

A pair of red-detuned 397-nm and 866-nm beams addresses the λ-system consisting of the
electronic states S1/2 − P1/2 −D3/2 and cools the ion motion. Ion fluorescence at 397 nm is
detected by a photomultiplier tube and used for determining whether the ion is in the S1/2 or
the D5/2 state, see Section 3.3. In order to cool the planar motional mode, the 397-nm beam
propagates in the plane parallel to the trap surface. Concurrently, the vertical motional mode
is cooled with the near-vertical 866-nm beam. A 729-nm beam, which addresses the dipole-
forbidden transition S1/2−D5/2 connecting our qubit states, is used for ion spectroscopy and
sideband cooling. It can be switched between two propagation directions, one in the trap
plane and one vertical to the trap surface.

With this configuration, we have demonstrated trapping of single ions at heights between
50 µm and 300 µm. The experimentally limiting factor for operation at both extremes is the
high voltage required on the RF electrodes. At low trapping heights the trap harmonicity
also decreases, resulting in ion lifetimes decreasing from several hours at 110 µm height to
several minutes at 50 µm for the same secular frequencies. Typical secular trap frequencies
range from ωz = 2π × 0.4 MHz to 2π × 1.2 MHz and ωx, ωy = 2π × 0.6 MHz to 2π ×
2.0 MHz. The degeneracy between the two planar modes is lifted by applying a suitable DC
quadrupole, resulting in a typical splitting of |ωx − ωy|/ωx ∼ 0.1. Additionally, changing
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Figure 4.4: RF voltages required to achieve a planar secular frequency of 2π × 1 MHz as
a function of the ion height. The grey band indicates the simulated voltages for vertical
tilt angles of 0° (lower limit) and 4° (upper limit). Red dots show the square root of the
power output from the rf signal generator applied to the rf resonator-trap system. Error
bars correspond to one s.d. uncertainty in the ion height.

the DC quadrupole values also controls the orientation of the principal axes [46]. This
ability is important as it allows us to slightly tilt the vertical mode into the trap plane, thus
creating non-zero projection with the in-plane 397-nm laser which improves cooling of the
near-vertical mode. Voltages on the DC electrodes are typically on the order of a few volts
at intermediate trapping heights and increase to greater than 10 V for lower heights close to
50 µm and higher heights close to 300 µm.

4.2.1 RF drive

While there is no RF confinement along the vertical axis, the RF field strength in the
plane of the trap surface depends on the distance to the surface. This effect can be seen
in Fig. 4.3(right) where the equipotential lines are closest together around 110-µm height.
Experimentally, we observe this dependence by trapping a single ion at various ion-electrode
distances and comparing the RF-voltage needed to create a planar confinement corresponding
to a fixed secular frequency, 2π×1 MHz in this case. Data and simulation of our applied RF
voltage and power are displayed in Fig. 4.4. The grey shaded region indicates the simulated
RF voltage amplitude, with the lower and upper limits determined by a vertical tilt angle of
0° and 4°, respectively, which are typical parameters in our measurements. The data points
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(red dots) show the square root of the power output from the RF signal generator, which
is routed, via the amplifier, to the RF resonator-trap system. The ion trapping height is
determined experimentally by maximizing ion fluorescence in the vertical direction and then
translating the ∼ 5-µm wide 397-nm beam until it scatters from the center of the trap, taking
care to avoid backlash of the motorized translation stage. The uncertainty in the ion-surface
distance is estimated at ±1.5 µm, given by the precision of repeated measurements. Overall,
data and simulation agree well.

4.2.2 DC multipoles

Up to now, we have focused on the details of trapping via RF fields in the elevator trap,
but without the DC fields, we cannot encompass the full three-dimensional trapping scheme.
Here, we expand upon the requirements of the static DC fields and their importance in
trapped ion operation. For instance, operation of the elevator trap in the out-of-phase
configuration leads to cancellation of RF fields along the central vertical axis, where con-
finement must be established via DC fields. Additionally, static fields are used for electric
dipole compensation and electric quadrupole tuning. The former allows for compensation
of micromotion induced by stray electric-fields; the latter enables simple fine tuning of the
trap frequencies and principle axes.

DC multipole expansion

First, we must understand the relation between DC fields and the harmonic part of the
trapping potential. The approximate static-field solution to Laplace’s equation in Cartesian
coordinates, is given by the potential

ΦDC(x, y, z) ≈− Ex · (x)− Ey · (y)− Ez · (z)

+ U1 ·
(
x2 − y2

2

)
+ U2 ·

(
2z2 − x2 − y2

2

)
+ U3 ·

(xy
2

)
+ U4 ·

(yz
2

)
+ U5 ·

(xz
2

)
+O(r3).

(4.1)

This decomposition is derived from the spherical harmonics expansion of the potential up to
l = 2 [47], where l is the polynomial degree of the spatial coordinates. There are 3 electric
dipole terms with coefficients Ex, Ey, and Ez, which we choose to have units of V/mm, along
with 5 electric quadrupole terms with coefficients, U1, U2, U3, U4, and U5, that are chosen to
have units of V/mm2. Together, these 8 coefficients are termed as the multipole coefficients
of the expanded potential.

Intuition on the functionality of these multipoles may be gleaned by looking at example
use cases. The Ex, Ey, and Ez are mainly used to move the ion position in x, y, and z,
respectively. With these controls, we can shift the ion into the RF null of the trap, leading
to a reduction in micromotion. The U1 and U3 terms generate different couplings between
the radial modes, including the ability to alter radial trap frequencies, avoiding degeneracies,
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Figure 4.5: DC voltages required to establish 2π × 1 MHz trap frequency in the vertical
direction. The results of two control schemes are shown. The first scheme, shown in orange,
applies full control of all 8 multipoles with l ≤ 2 of the DC potential, see Eq. (4.1). Explicitly,
U2 = 8.18 V/mm2 and all other multipoles are set to zero. The solid line represents the
largest voltage applied to any of the DC electrodes, the dashed represents the average of all
DC voltages. The second scheme, shown in cyan, relinquishes control of the U4 multipole.
This leads to a reduction in both the maximum single electrode voltage (solid line) and the
average voltage across the electrodes (dashed line).

and rotating the principal axes in the radial xy-plane. U2 is the sole multipole that can set
a confining potential in the axial, z, direction. And finally, U4 and U5 both provide the
ability to ‘tilt’ the principal axes away from the standard xyz-basis, along either the yz or
xz planes, respectively.

DC voltage limits

As a design concept, it is important to discern the limits of the DC field control in our
elevator trap system. The DC voltages are generated with a multi-stage digital-to-analog
converter (DAC) system, which takes digital input from an FPGA and converts to analog
voltages with DAC chips, which have (−10, 10) V range. As we occasionally require voltages
larger than ±10 V, the DAC output feeds into an amplifier board that expands the range
to (−40, 40) V. Under normal operation, the elevator trap has access to 9 DC electrodes,
properly positioned to independently manipulate the 8 DC multipoles, i.e. up to quadratic
terms in the potential. Unfortunately, electrode ‘18’ was burnt during the assembly process,
see Section 5.2.1, and we were forced to short this electrode directly to the trap ground,
leaving us with 8 controllable DC electrodes.
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Figure 4.6: Demonstration of ground state cooling of vertical and planar modes at a trapping
height of 114 µm. The left (right) panel displays the red (blue) sideband excitation proba-
bility. Data for the vertical (planar) mode are shown as blue squares (orange circles), solid
lines are Gaussian fits to the data. The mean phonon numbers for the planar and vertical
modes are 0.17(3) and 0.20(3) quanta at 2π × 1 MHz, respectively. Error bars are based on
binomial statistics for 100 measurement repetitions and represent one s.d. uncertainty.

Technically, the 8 remaining DC electrodes provide enough degrees of freedom to fully
control the 8 static multipoles. However, achieving modest trap frequencies of 2π × 1 MHz
requires voltages exceeding the ±40 V limit imposed by the DAC outputs. Rather than
attempt to implement additional amplifier stages to the DAC, which may add noise, we
instead release control of the U4 multipole, which is largely affected by electrode ‘18’. This
multipole is relatively unimportant for our experimental measurements.

With U4 allowed to run free, the overall magnitude of the electrode voltages is reduced
to workable conditions. Fig. 4.5 shows the effect of toggling U4 as a controlled or free
parameter. When controlled, the full multipole set is given by U2 = 8.18 V/mm2, with
all other multipoles tuned to zero. In this scheme, trapping ions at heights above 250 µm
require individual electrode voltages exceeding the 40 V threshold achievable with our DAC
amplifier setup. We find a resolution to this dilemma by setting the U4 multipole as a free
parameter. The result is an order of magnitude reduction in the voltage on all electrodes,
allowing us to establish vertical trap frequencies of up to 2π × 2 MHz even at the extreme
trapping height of 300 µm.
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4.2.3 Ground state cooling

Finally, we demonstrate ground state cooling of the ion’s motion in this four-rf-electrode
trap which is relevant for sensing and high-fidelity quantum control applications. Both
vertical and planar motional modes are of interest for future experiments, so we perform
two sets of measurements, one for the planar modes and, switching the direction of the 729-
nm laser to be perpendicular to the trap surface, one for the vertical mode. We operate
at a trapping height of 114 µm and tune the secular frequency to ∼ 2π × 1 MHz in both
cases. During the cooling sequence we Doppler-cool on the S1/2 − P1/2 transition for 2 ms,
then perform sideband-cooling using the first-order secular sideband of our qubit transition
for six 1-ms cycles. A measurement of the ratio of Rabi frequencies for the red and blue
sidebands can be used to calculate the mean phonon number for the motional mode [1], see
Section 3.5.1. Figure 4.6 displays measurements of the red (left panel) and blue (right panel)
secular sidebands for the planar (orange circles) and vertical (blue squares) modes, together
with Gaussian fits as solid lines. We obtain mean mode occupations of n̄planar = 0.17(3) and
n̄vertical = 0.20(3) phonons, corresponding to a ground state occupation of 0.85 and 0.83,
respectively. The achievable ground state occupation at this trapping height is limited by
the intensity of the 729-nm light used for sideband cooling in conjunction with heating rates
of several hundred quanta per second.

4.3 Applications

The ability to tune the ion trapping height by changing the DC fields opens up new opportu-
nities for sensing and quantum information applications. Of immediate interest are studies
of electric field surface noise as a function of ion-surface distance. The distance scaling of
the spectral noise density, SE, is an important indicator for the type and origin of surface
noise [6]. Recently, two studies independently showed a d−4 power-law scaling for an electro-
plated gold surface trap [48] and a sputtered niobium trap [49]. We have also measured the
distance scaling in our Al-Cu elevator trap by tuning the ion-electrode distance from 50 µm
to 300 µm [50]. Moreover, we take advantage of the control and access to motional modes
both vertical and horizontal to the electrode surface, which delivers additional information
as to the characteristics of the surface noise.

Beyond studies of the environment noise, we foresee applications in quantum information
science where the proximity of the ion to control fields is important. As with the common
linear five-wire trap design, shuttling of ions can be used to spatially separate readout and
control regions above a surface trap chip. For instance, when large magnetic field gradients
for microwave gates are required [51, 52, 53] the ion can be brought closer to the surface
for the duration of a quantum gate while readout beams are kept further away to avoid
scattering from the surface and possible charging effects [54, 55, 56]. Vertical ion shuttling
also has advantages for ion loading, which can be performed further away from the surface
to avoid coating it with Ca atoms. In this work, we orient the Ca oven such that the Ca
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atom spray is suppressed below 150 µm height. As such, loading of ions is performed at
heights greater than 150 µm. Then, if desired, the ion is shuttled to an operational height
below 150 µm.

We note that extending this work to multiple ions arranged in a vertical string will face
new technical challenges. On such consideration is that imaging ions with high numerical
aperture from the side instead of the top of the surface trap is hampered by the small trapping
height compared to the extent of the trap chip and may suffer from enhanced collection of
laser scatter from the surface. Careful alignment of the imaging objective at an angle may
circumvent this issue and still allow for resolution of individual ions in the vertical string.

Surface traps based on our design can also be used for remote coupling of charged particles
via conducting interconnects [57], where the distance to the coupling element determines the
coupling strength. This approach may be interesting for linking ions in separate regions of
an extended surface trap for quantum computing applications or sympathetic cooling of ions
which are unreceptive to laser cooling.
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Chapter 5

Experimental setup

5.1 Trap chip

5.1.1 Trap chip architecture

The work discussed in this thesis is performed on a single trap chip, with electrode layout
shown in Fig. 5.1. The trap chip measures 12.7 mm × 6.8 mm × 0.5 mm and houses three
separate trapping zones. The trapping potentials in each zone are predominantly affected by
the central electrode pads. Voltages are routed onto the trap chip electrodes via wire bond
connections on the outer electrode pads. These wire bond pads are positioned far from the
central trapping zone to mitigate their influence on the trapping fields. 20-µm-wide leads are
attached to the rectangular DC electrode pads to route voltages from off-chip sources. The
leads are kept relatively thin to reduce their effect on the trapping fields. Empty space is
filled with a ground plane. Leads to the RF electrodes are wider (40 µm width) to increase
the conductivity and accommodate for high RF powers. All electrodes are separated by
trenches of 20 µm width and 50 µm depth, a design element that prevents formation of
shorts between adjacent electrodes.

The elevator trap introduced in Chapter 4 frames one trapping zone located in the lower
half of the trap chip in Fig. 5.1. It is composed of 9 DC electrodes, labeled as 17 - 25, and
4 RF electrodes colored green. To prevent phase offsets among the RF signals, the wire
lengths of all RF electrodes, from wire bond pad to central pad, are identical.

The other two zones sit in the upper half of the trap chip. By design, each individual
upper trapping zone is a smaller-scale reproduction of the elevator trap from Chapter 4. We
jointly term these two traps as the ‘double trap’, consisting of the so-called top and bottom
traps. The top double trap is comprised of 8 DC electrodes, labeled in Fig. 5.1 as 1 - 8, and
4 RF electrodes, shown in green. The bottom double trap is similarly structured with 8 DC
electrodes, labeled in Fig. 5.1 as 9 - 16, and 4 RF electrodes. Further details of the double
trap are discussed in Chapter 7. Nevertheless, we note here that the distinguishing feature
of our double trap is an electrically floating wire which connects the centers of the top and
bottom traps. The center electrode (colored red in Fig. 5.1) of the double trap is the only
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Figure 5.1: Schematic of the trap chip showing the electrode patterning for routing voltages
onto three distinct trapping zones. The lower half of the trap chip contains the architecture
for the elevator trap. The other two trapping zones are located in the upper half of the trap
chip and jointly form the double trap. The large region in grey acts as a continuous ground
plane while green electrodes are driven with RF signals and DC electrodes are colored cyan.
Numerical labels of the DC pads correspond to connections with the respective numerical
labels in Fig. 5.3 and Fig. 5.4.
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electrode on the trap chip with no connection to external control voltages. This electrically
floating element acts as the crux for novel experiments explored in Chapter 7.

With a separation of 5 mm between the elevator trap and double trap, the electric-field
cross-talk between the traps is negligible, meaning we may independently operate in either
trap.

5.1.2 Trap fabrication

The trap electrodes are patterned by laser-etching ultraviolet fused silica (performed by
Translume, Ann Arbor, MI, United States). The surface is then layered with titanium (Ti),
aluminum (Al), and copper (Cu) onto the substrate at an angle of -60° to the surface normal
using electron-beam physical vapor deposition (at UC Berkeley Marvell Nanofabrication
Laboratory), with respective thicknesses of 15 nm, 500 nm, and 30 nm. Subsequently, this
process is repeated at an angle of 60°, coating the top surface of the electrodes and the upper
walls of the trenches, thus shielding the ion from stray fields on the surface of the dielectric
substrate material. In reality, the metallic layers are not necessarily distinct; they may form
alloys or contain various other defects on the surface or in the bulk [58, 59]. Regardless of
the potential complexities that may result from a multi-metal surface ion trap, the guiding
principles behind the use of three different metals is as follows: Ti functions as a sticking
layer, Al acts as the primary conducting material, and Cu protects the Al surface from
rapid oxidation. Furthermore, the angled evaporation prevents metal build up inside of the
trenches, which may lead to unwanted electrical shorts or noise.

5.2 Ion trap apparatus

In this section, we detail the assembly process of our ion trap apparatus and the resolutions
to experimental issues faced during construction. As reference, a full-level cartoon cross-
section of the trap assembly is shown in Fig. 5.2(left) along with a labeled photograph of
the setup in Fig. 5.2(right). The full structure is situated in an ultra-high vacuum (UHV)
chamber held at pressure < 10−11 torr.

5.2.1 Trap assembly

After vapor deposition of the trap chip, it is mounted onto a 1-mm-thick SiO2 spacer, which
is then placed upon a custom-made ceramic leadless chip carrier (CLCC). These three com-
ponents are attached together with EPO-TEK H20E silver epoxy and cured in vacuum for
2 hours at 100° C. The DC lines on the CLCC are filtered to ground with 10 nF capacitors1

that are soldered with Kester Lead-free and fluxless solder. The purpose of the spacer is
to elevate the surface of the trap above all other components, such as the CLCC capacitors

1Digi-Key P/N: 445-12303-1-ND, with fooprint of 1.0 mm x 0.5 mm, and detailed description: CAP
CER 10000PF 50V X8R 0402
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Figure 5.2: (Left) Cartoon layout of the in-vacuum trap assembly. Electrical connections
routed from the PCB board to the trap are shown in gold. (Right) Photograph of the
full trap assembly with relevant components labeled. For reference, the CLCC dimensions
measure 33 mm× 33 mm.

Figure 5.3: (Left) Top-view schematic of the CLCC where black regions are gold-plated. The
trap chip is to be positioned in the central rectangle and the wire bond pads are positioned
to be near their respective trap chip electrode pads. (Right) Bottom-view of the CLCC.
Through-hole connections are shown with black circles.
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Figure 5.4: Schematic of the PCB breakout board on which the ceramic socket is mounted.
Traces outlined in white are located on the top-side of the board whereas light-blue shaded
traces are located on the reverse-side of the board. DC and RF voltages are routed onto the
board via UHV-safe Kapton-insulated copper wires.

and clamps. This allows for unobstructed optical access from the sides of the trap chip.
Following the curing process, the trap chip’s outer electrode pads are wire-bonded onto their
respective CLCC pads via the numerical mapping shown in Fig. 5.1 and Fig. 5.3(left). The
CLCC is then physically clamped down into a ceramic socket, which is, in turn, screwed into
a Roger’s PCB breakout board, shown in Fig. 5.4.

UHV-safe Kapton-insulated copper wires are soldered onto the PCB board to create in-
vacuum connections that route voltages from external RF and DC sources. The DC lines on
the PCB board are also filtered to ground with 47 nF feed-through capacitors2. Electrical
signals on the PCB are routed to the CLCC through fuzz buttons and hard hats that make
contact between the top of the Roger’s PCB board and the bottom of the CLCC [60]. The
mapping of these connections can be seen by comparing Fig. 5.3(right) and Fig. 5.4.

After assembly of the full trap setup is completed, the vacuum chamber is sealed and
pumped down to a pressure of 10−8 torr using a vacuum turbopump. The chamber is then
baked at 180° C for 1 - 2 weeks, with the turbopump still attached and running. It is prudent
to set the bake temperature as high as possible without negatively affecting the in-vacuum
components. In our case, the maximum temperature is set by the silver epoxy, which is
rated up to 200° C. The purpose of this high-temperature baking process is primarily to
remove excess water and heavy hydrocarbons from the vacuum chamber. The reduction
of such elements as well as the overall pressure are monitored with a residual gas analyzer

2Mouser P/N: 581-W3F15C4738AT1F
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Figure 5.5: Microscope image of trap chip with a burnt lower-right corner. The isolated
pad and wire path of electrode ‘18’ are highlighted in red. All parts of electrode ‘18’ are
purposely shorted to the trap ground with several wire bond feet.

(RGA). When the chamber pressure stabilizes, it is brought back to room temperature and
achieves a pressure of 10−10 torr. Following the bake, we further reduce the pressure by firing
multiple cycles of a titanium-sublimation pump, which absorbs background gases by creating
a reactive ‘sticking’ layer on the inner sides of the vacuum chamber. Finally, constant running
of an ion pump brings the pressure below 10−11 torr.

5.2.2 Experimental issues

Prior to successful operation of our ion trap apparatus, we cycled through a few iterations
of the trap assembly in order to overcome experimental issues that arose throughout the
construction process.

One major issue was a faulty connection found on the CLCC. Our custom-made CLCC
routes voltages from the bottom side, Fig. 5.3(right) to the top side, Fig. 5.3(left), via
through-hole connections with metal thickness of 40 um. We discovered that both RF
lines on the CLCC were disconnected at the through-hole via. The origin of the RF line
disconnect remains unclear, but a likely suspect is the usage of high input RF powers causing
either electrical or thermal breakdown of the through-hole vias. This issue was patched by
soldering wires through the vias to explicitly establish connections between the bottom and
top portions of the CLCC RF paths. Unfortunately, in the process of soldering, the lower
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Figure 5.6: (Left) Microscope image of short on PCB breakout board caused by small solder
flake, indicated by the red circle. The ground reference point for the RF is in the upper left
while the other two connection lines route the oscillating RF signals. (Right) Image of the
same RF connectors on the PCB breakout board following removal of the solder flake and
surrounding ground plane.

right portion of the trap chip was burned, see Fig. 5.5, rendering one of the DC electrodes
useless, explicitly the electrode labeled ‘18’ in Fig. 5.1. A large portion of the trace of this
DC electrode was burnt away, causing a separation between wire bond pad and the central
electrode pad. As electrode ‘18’ could no longer be controlled with external voltages, we
chose to explicitly ground it to the trap ground with wire bond feet.

After fixing the CLCC, we successfully trapped ions in our system for the first time.
Though after a short period, another connection issue was detected on the PCB breakout
board. In particular, we observed a gradual (over the course of days) increase in required
input RF power to achieve a 2π × 1 MHz radial trap frequency. This symptom worsened
and resulted in the inability to trap ions regardless of RF power. We discovered that one
of the RF lines was shorted to the trap ground, and the culprit was found to be a small,
loose solder piece, as shown in the red circled area in Fig. 5.6(left). As this solder flake
was inauspiciously dropped near an RF line, it gradually started to reflow under the higher
temperatures generated by the high power RF signals and eventually connected the RF line
to the ground plane of the PCB breakout board. A cautious solution was implemented by
removing the solder flake as well as the ground plane surrounding the RF lines, as seen in
Fig. 5.6(right).
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5.3 Electronics

5.3.1 DC electronics

DC voltages are controlled from a computer and routed onto trap electrodes through a digital-
to-analog converter (DAC) system. Commands to set the voltage values are sent from the
computer to a field-programmable gate array (FPGA)3 DAC controller board [15]. The DAC
controller board routes these instructions via optical fibers to an on-board FPGA4, which
advances the voltages of select DAC chips5. The DAC chips take 16-bit input corresponding
to output voltages of ±10 V. The voltages are amplified with operational amplifiers6 to
achieve a final output of ±40 V with 16-bit precision. The output analog voltage is routed
to the vacuum chamber via a snakeskin sleeved D-SUB 25 ribbon cable. Prior to entering
the vacuum chamber, each DC line is heavily filtered by a 4-stage low-pass filter with 3 dB
point at 300 Hz. Each stage consists of a series 1 kΩ resistor in parallel with 94 nF and
100 pF capacitors to ground.

5.3.2 RF electronics

Standard operation of our ion trap requires RF voltages on the order of 100 V oscillating at
frequency of order 10 MHz. Direct application of such a drive onto the ion trap causes several
experimental issues. In particular, the impedance of ion traps are mostly capacitive (equiva-
lent to 22 pF in our case) while the RF output from our signal generator7 and amplifier8 has
a mainly resistive impedance of 50 Ω. This impedance mismatch results in reflection of the
power from the ion trap back into the amplifier [61]. To mitigate these effects, we employ an
impedance matching technique which centers on an inductively coupled half-wave resonator
with two output arms that are equal in amplitude and frequency, but 180° out-of-phase.
Details of the resonator design and implementation are described in Section 5.3.3.

Tuning circuit

For the vertical-linear operation mode of the elevator trap, we must generate perfectly can-
celing RF fields along the vertical axis of our trap, which relies on precise matching of the
signal on the two diagonal pairs of RF electrodes. Ideally, they are at the same frequency and
amplitude, but of opposite phase. However, any mismatch in those parameters, for instance
due to fabrication imperfections or slight differences in the capacitance and inductance of
wiring, leads to a residual RF field at the central trapping location, and consequently, mi-
cromotion in the vertical direction. In a real device, such a mismatch can easily occur and

3Opal Kelly XEM3001
4Altera Cyclone II
5Analog Devices AD660
6Texas Instruments OPA554
7Rohde & Schwarz SMB 100A
8Mini-Circuits ZHL-1-2W-S+
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Figure 5.7: Circuit schematic for the implementation of the out-of-phase RF drive. The
boxed region indicates a toroidal resonator with a powdered iron core. Each RF signal arm
is equipped with a high-pass filter (C1±, L1±), a capacitive divider (C2±, C3±), and tuning
capacitor (CV±)

is observed in our setup. In the following we describe the circuit used to deliver the RF
voltages to the trap electrodes in more detail and show how to reduce voltage mismatch
between the RF lines by taking the vertical micromotion as a figure of merit.

Fig. 5.7 shows the circuitry for passively routing out-of-phase RF signals onto separate
electrodes. RF signals from the source are amplified and linked to the trap electrodes via
a toroidal resonator, indicated by the boxed region in Fig. 5.7. The right-hand side of the
resonator forms a resonant circuit with the cumulative capacitance of the trap load, domi-
nated by the RF± electrode wiring. This resonator circuit matches the real 50 Ω resistance
from the signal generator to the imaginary impedance of the trap electrodes. The two sides
of the resonator output split the following circuitry into two arms with nominally equal am-
plitude, frequency, and opposite phase. Each arm contains a high-pass filter (C1± = 2 nF
and L1± = 100 mH), where the inductors, L1±, act as ground references for the RF signal.
The amplitude and phase mismatch between the two RF arms can be measured with the
capacitive dividers consisting of C2± = 2 pF and C3± = 100 pF. To correct for discrepancies,
tunable capacitors, CV±, with a range of 2 - 7 pF are added in parallel to the trap electrodes.
These allow us to tweak the amplitude, frequency, and phase of the resonant circuit, thus
reducing the mismatch of the two RF arms.

Out-of-phase RF optimization

Imperfect cancellation of RF fields along the vertical z-axis manifests on the ion as excess
micromotion in the z-direction. Micromotion, in turn, provides a much more relevant and
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Figure 5.8: Measured micromotion modulation index β, which is defined to first order as
2Ω1/Ω0 at a trapping height of 200 µm. The RF drive frequency, Ωrf reflects the resonance
of the RF circuit which is tuned via the capacitors CV±. Here we change only one of the
two tunable capacitors and the dashed line shows the expected linear dependence of the
modulation index on the circuit resonance.

sensitive measurement of differences in the resonator arms as compared to the capacitive
divider signal. By tuning the capacitor on one arm, we can measure changes in the ratio
of the first order micromotion sideband Rabi frequency, Ω1, and the Rabi frequency of the
direct carrier transition, Ω0. Using electrostatic and lumped circuit simulations we find
the modulation index, β ≈ 2Ω1/Ω0 should depend to first order linearly on the resonance
frequency and theoretically vanishes when both arms match amplitudes and phases perfectly,
i.e. when the resonance frequencies in each arm match [62]. Experimental constraints,
such as a finite resonator quality factor, naturally limit how closely we can approximate
the perfect case. In our case, cf. Fig. 5.8, the modulation index could be reduced to
β ≈ 0.1, a considerable improvement over the un-optimized modulation index, β ≈ 1.5. We
have repeated the procedure for vertical micromotion compensation with a several toroidal
resonators with different inductances and quality factors and found similar behaviours.

RF amplitude modulation

Certain trapped ion experiments require modulation of the RF amplitude. For instance,
we may utilize RF modulation to implement parametric coupling of separate trapped ion
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Figure 5.9: Image of toroidal half-wave (λ/2) resonator made from 1-mm-thick insulated
copper wire wrapped around a ferrite core of inner diameter 2.4 cm and outer diameter
4.1 cm. The aluminum housing (shown uncovered) shields the resonator and RF circuitry
from external fluctuating fields. The RF circuit in this particular iteration includes only the
high-pass filters (C1±, L1±) for each arm of the λ/2 resonator output.

motional modes [63] or measure ion motional coherences [64]. We apply the modulation onto
the RF electrodes with an external signal source9 connected to our RF signal generator. We
work with modulation on the order of the trap frequencies, which is typically < 2 MHz, and
the source is toggled on a TTL trigger for precise timing of the modulation with respect to
experimental pulse sequences.

5.3.3 Resonator

A core element of the RF impedance matching circuit described in Section 5.3.2 is the
resonator which acts as a transformer to provide high-voltage gain as well as frequency
filtering of noise.

Physical implementations

There are several possible physical implementations of resonators for the purposes of trapped
ion RF circuits. A common type is the helical resonator which provides adequately high
Q factors and appropriate handling of the high power requirements for trapped ion RF
systems [61, 65]. However, these resonators are large, bulky, and difficult to tune and
customize. As an alternative, we work with toroidal resonators throughout this thesis, which

9Agilent 33220A
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have a smaller form factor and simpler fabrication, making them ideal for testing and tailoring
to specific needs. These resonators are modeled after inductively coupled transformer coils
wrapped around a ferrite core, as shown in Fig. 5.9. The drawback of this architecture
is a limited power output due to the thermal properties of the ferrite core, which cannot
withstand high temperatures.

Other resonator builds include transmission line coaxial cables [66] and lumped-element
circuits [67]. Coaxial cables can handle high powers and are known to create resonators with
high Q factors at the cost of large form factors, since the length of cable directly corresponds
to the desired resonant wavelength, i.e. ∼ 2 m to create a λ/4 resonator at 20 MHz drive
frequency. Lumped-element circuits replace the physical resonator component with an RLC
circuit. Their compact nature allows for in-vacuum and cryogenic implementations as well
as designs which require multiple RF drives. Additionally, the RLC resonator may be placed
as close as possible to the ion trap to avoid RF power dissipation through long in-vacuum
cables.

Design guide

One of the most important quantities of a resonator is the Q factor defined as the ratio
between the resonant drive frequency, ΩRF , and the full-width at 1/

√
2 of the maximum

resonant voltage, δΩRF ,

Q =
ΩRF

δΩRF

. (5.1)

We desire to maximize the Q factor, since a higher Q factor passively improves the voltage
gain and the bandpass filtering around ΩRF . The Q factor of the resonator is dependent on
the effective RLC parameters of the full RF circuit,

Q =
1

R

√
L

C
. (5.2)

This relation implies that the Q factor is maximized when our resonator design achieves
minimum resistance, Rr, and self-capacitance, Cr. In addition, by modifying the number
and spacing of output turns on the resonator, we may tune the self-inductance Lr and,
consequently, tune the Q factor and resonant frequency ΩRF . In terms of the full RF circuit,
we note that the self-inductance, Lr, of the toroidal resonator dominates L while R and C
are dominated by the in-vacuum ion trap connections.

For impedance matching, the main tuning parameter is the number and spacing of input
turns on the toroidal resonator. Experimentally, we determine the quality of the matching
circuit by measuring the reflected power from the ion trap with a standing wave ratio (SWR)
meter10. For all operational resonators in this thesis work, the input turns are adjusted until
the SWR meter reads a value of < 1.2, corresponding to a reflected power of < 0.8%.

10MFJ-892
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Figure 5.10: Block-diagram of the experimental ground configuration used in this thesis.
Ground connections are shown in blue, and connections which greatly affect the the noise are
highlighted in red. Points where the grounding connections join on the diagram correspond
to physical star-ground points in the setup.

Finally, we note a limitation of the toriodal resonator design is the unstable thermalization
of the ferrite core. When working with high powers (& 2 W), we observe gradual fluctuations
in the temperature of the toroidal resonator on the order of hours. In accordance with the
temperature, the resonance frequency of the RF system shifts, leading to slow drifts of the RF
power which causes slow drifts of the radial trap frequencies. To stabilize the thermalization,
we submerge the entire wire-wrapped ferrite core in STYCAST epoxy, which has a high
thermal conductivity. Following this improvement, we measure minimal trap frequency drifts
of < 1 kHz over the course of a couple hours. However, addition of the STYCAST changes
the electrical properties of the resonator, so care must be taken to re-tune the resonator coils
for good impedance matching and high Q factor.

5.3.4 Grounding

In an effort to reduce electronic noise in our trapped ion system, we find that proper ground-
ing is essential. A schematic of our experimental grounding is shown in Fig. 5.10, where
electrical elements of the trap apparatus are labeled in black boxes and ground connections
are shown as colored lines. Red lines indicate connections that significantly affect the noise
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in our system while blue lines represent connections required for functional operation of each
element. As a general rule of thumb, we strive to establish good connections among all
ground references. In our optimal configuration, the grounds of all pairwise components are
connected with measured resistances of no more than 1 Ω.

To quantify the effect of different ground connections on the noise in our system, we
measure the spectral noise on each electrode relative to the trap ground. Measurements are
performed directly off the electrode ports of the vacuum chamber in order to extract the
noise characteristics as close to the trap chip as possible. With the ground configuration
from Fig. 5.10, we establish spectral noise below −105 dBm/Hz at 1 MHz for all electrodes,
with reference background noise of −108 dBm/Hz at 1 MHz. Though this grounding scheme
works in our particular case, it does not necessarily address the underlying cause of noise,
and thus may require modification for different trapped ion setups.

5.4 Optics

5.4.1 Lasers

The six continuous wave (CW) laser sources for loading, trapping, and manipulation of 40Ca+

ions are located in a room separate from the experiment and routed onto the experimental
optical table through 20 m long optical fibers. All lasers used in our experiments are diode
lasers. The 397 nm and 422 nm laser light is frequency doubled with an external bow-tie
cavity from 794 nm and 844 nm diodes, respectively. While the photoionization laser light is
free-running, the 794 nm, 854 nm, and 866 nm lasers are locked to external reference cavities.
Further details of the laser setup may be found in T. Pruttivarasin’s thesis [33]. Since the
729 nm laser addresses the 40Ca+ qubit transition, we require sub-kHz linewidth and high
power output. This is achieved by locking to a high finesse cavity, running the laser light
through an injection lock scheme [15], and amplifying the light with tapered amplifiers. In
addition, we may implement fiber noise cancellation, see Section 5.4.2, to maintain narrow
linewidth at the output of the fiber transporting laser light from the 729 nm laser to our
set-up.

On the experimental optical table, the photoionization laser light is sent directly into the
vacuum chamber, taking care to orient the 422 nm beam perpendicular to the Ca oven in
order to avoid large Doppler shifts caused by the velocity of Ca atoms ejected from the oven.
The 397 nm, 729 nm, 854 nm, and 866 nm laser light passes through acousto-optic modulator
(AOM) networks, which allow for amplitude and frequency control of each individual laser
prior to entering the vacuum chamber. The AOMs are driven with RF signals generated by
direct digital synthesizer (DDS) boards which take commands from an FGPA11 connected
to a computer, see T. Pruttivarasin’s thesis [33] for a detailed setup description.

11Opal Kelly XEM6010
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Figure 5.11: Experimental setup of the PLL-based fiber noise cancellation scheme. Red
arrows represent optical paths and black arrows indicate electrical connections.

5.4.2 Fiber noise cancellation

Motivation

Long fibers are easily stressed and strained from environmental effects such as acoustic noise
and fluctuations in temperature and air pressure. Stress and strain cause local changes in
the index of refraction of optical fibers, thus altering the optical path length (OPL) through
them. Fluctuations in the OPL result in frequency and phase noise at the output of the
fiber, which broaden the linewidth of the output light.

A narrow linewidth of the 729 nm beam is required for long coherence times and high-
fidelity quantum operations. To mitigate the noise and reduce the output laser linewidth,
we test a method developed by the NIST Boulder group [68] and utilized by the Quantum
Optics Group at Innsbruck [69]. In short, a control system constantly monitors the phase
noise caused by the fiber and applies an out-of-phase signal to cancel the noise. For this
regulation to work, it is required that the phase noise is slow as compared to the bandwidth
of the control system.

Theory and Setup

The experimental scheme for stabilization of 729 nm laser light propagating through a 20 m
long fiber is shown in Fig. 5.11, where electronic connections are denoted with black arrows
and optics are denoted with red arrows. We start by passing 729 nm light through an AOM
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driven at ∆AOM = 80 MHz. The incoming light has the form

Ei = E0 cos(ωlt), (5.3)

where ωl is the laser frequency and E0 is the electric-field magnitude. The 0th order is
unaffected by the AOM and immediately back reflected and detected with a fast photodiode
(PD). At the PD, we expect this beam to be

E0 = E0r cos(ωlt). (5.4)

The first pass of the 1st order diffraction of the AOM is then

E1 = E1 cos((ωl + ∆AOM)t− φAOM), (5.5)

with a detuning given by ∆AOM and phase shift of φAOM . This light is sent through the
fiber and partially reflected back, which causes a phase shift, φfiber, from the fiber and a
reduction in magnitude from E1 to E1r

E1 = E1r cos((ωl + ∆AOM)t− φAOM + 2φfiber). (5.6)

Finally, this beam passes back through the AOM, and we take the +1 order again, which
outputs a counter-propagating beam to the incoming Ei beam. This final output beam
acquires another detuning and phase shift,

E1 = E1r1 cos((ωl + 2∆AOM)t− 2φAOM + 2φfiber), (5.7)

before detection at the same PD as E0. Assuming E0r = E1r1, the PD detects light of the
form,

EPD = E0 + E1 = 2E0r cos(ωbeat/2) cos(ωlt+ ωbeat/2), (5.8)

with a beat note signal between E0 and E1 at frequency

ωbeat = 2∆AOM t− 2φAOM + 2φfiber. (5.9)

This signal is then fed to the phase-locked loop (PLL) circuit. A phase detector12 mixes
the beat note with a reference signal of 159.959± 0.016 MHz, and then a voltage-controlled
oscillator (VCO)13 receives the low frequency output from the mixer and outputs a reactive
phase-modulated frequency. This signal is passed through a frequency divider14 before ulti-
mately driving the AOM. In this way, the electronics set φAOM = φfiber, thus canceling the
phase noise from the fiber.

12Analog Devices AD8302
13Vectron VS-705
14Analog Devices HMC432
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Figure 5.12: (Left) Frequency spectrum of beat note signal with PLL regulation turned OFF.
Notice a full-width of ∼ 4 kHz. (Right) Frequency spectrum of beat note signal with PLL
regulation turned ON. The full-width is now reduced to 100 Hz. Both spectra are centered
around 159.959 MHz, roughly twice the AOM frequency.

Performance

To characterize the performance of our fiber noise cancellation system, we monitor the fre-
quency spectrum of the beat note signal on the PD. The results are shown in Fig. 5.12.
Without the PLL regulation, we not only see large linewidth, Fig. 5.12 (left), but there
are also slower fluctuations of the center frequency as the fiber is bent or heated/cooled.
With the PLL regulation on, Fig. 5.12 (right), the slow fluctuations are eliminated and the
linewidth significantly reduces to 100 Hz. It is likely the linewidth is even narrower than
measured, but this measurement is limited by the spectrum analyzer bandwidth.

5.4.3 Imaging

To experimentally readout the quantum state of a trapped ion, an objective lens15 is posi-
tioned above the top viewport of the vacuum chamber with direct line of site to the trap.
The fluorescence of ions are collected into the objective and directed into either an EMCCD
camera16 or PMT17. These imaging paths are illustrated by the solid blue lines in Fig. 5.13.

The Sill objective is engineered to have similar focal length at 397 nm and 729 nm
wavelengths. Thus, in addition to collection of photons from trapped ions, the objective also
functions as a lens for focusing collimated 729 nm light at the ion position. The 729 nm
path is shown as solid red lines in Fig. 5.13. To achieve ideal focusing, we overlay the beam

15Sill S6ASS2241
16Andor DV885LC-VP (Serial #: X-2579)
17Sens-Tech P25PC
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Figure 5.13: Schematic of imaging system. Solid lines show the beam paths for operation
of a single trap. When operating the double trap, we add another vertical 729 nm beam
for ion addressing and a second PMT for ion detection. The beam paths for these auxiliary
functions are shown as transparent dotted lines. The double trap separates the ions by
500 µm, making it possible to image each ion on a separate PMT by inserting a pick-off
mirror.

paths of the 729 nm light and the ion fluorescence with a dichroic mirror which reflects red
light and transmits blue light.

When operating in the double trap, the second ion is imaged onto a separate PMT by
picking off its fluorescence with a mirror. This auxiliary imaging path is shown as transparent
dotted blue lines in Fig. 5.13. Additionally, a second 729 beam is added to address the second
ion, shown as transparent dotted red lines in Fig. 5.13.
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Chapter 6

Electric-field noise

Strong coupling between the charge of an ion and external electric fields is essential for 3-D
confinement of ions. However, this interaction manifests as a double-edged sword, as ions are
also sensitive to residual fluctuations of electric fields in the environment. This electric-field
noise couples to the electric dipole moment of the ion, |~p| = e|~x0| where |~x0| =

√
~/(2mωt)

is the extent of the motional ground-state wavefunction, and induces unwanted transitions
between ion motional states, ultimately leading to increased ion energies, a process we term
as heating.

Ion heating is an impediment in many trapped ion applications. It lowers the fidelity of
gate operations involving the quantized motional states [70] and it contributes to fractional
uncertainties in optical clock experiements [71]. On the upside, we can take advantage of the
ion’s sensitivity by probing the electric-field noise in ion traps with measurements of the ion
heating rate, ˙̄n, where n̄ = 〈a†a〉 is the average occupation number of the harmonic oscillator
mode.

6.1 Single-ion motional heating

Let us start with a theoretical treatment of the heating rate to understand its dependencies.
In the case of heating an ion from the motional ground state, |0〉, to the first excited state, |1〉,
we can define a rate, Γh, from Fermi’s golden rule [72]. This rate holds under the assumption
that the ion is located in the RF null, allowing us to neglect micromotion contributions.

Γh '
e2

4m~ωt
SE(ωt), (6.1)

SE(ωt) = 2

∫ ∞
−∞

dτ 〈δEt(τ)δEt(0)〉 e−iωtτ (6.2)

where e and m are the ion charge and mass, ωt is the trap frequency, and SE is the spectral
density of the electric-field noise that only includes positive frequencies. Thus for ions close
to the motional ground state, we have ˙̄n = Γh.
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6.1.1 Master equation

A more general approach to understanding the heating rate can be seen from writing out the
master equation for the motion of the ion with the density matrix formulation, ρ̂. When the
ion motion is coupled to a bath of harmonic oscillators at thermal equilibrium, we have [73]

˙̂ρ = −Γ(Nb + 1)[â†âρ̂− 2âρ̂â† + ρ̂â†â]− ΓNb[ââ
†ρ̂− 2â†ρ̂â+ ρ̂ââ†] (6.3)

where â† and â are the creation and annihilation operators of the ion’s motional quanta,
Nb is the average occupation of the environment bath at temperature T and will be defined
implicitly in Eq. (6.4). Physically, the Γ(Nb + 1) terms account for spontaneous and stim-
ulated emission, or energy transfer from the ion system to the bath, and the ΓNb terms
describes absorption of energy from the bath to the ion system. Eq. (6.3) holds under the
Born-Markov approximation, meaning the time-evolution is valid in the Markovian limit of
t � τb, where τb = 1/ωbc is the correlation time of the bath, and ωbc is the high frequency
cutoff of the bath. Under this assumption, we can derive the time-evolution of the average
ion motional occupation [74],

n̄(t) = Nb(1− e−Γt) =
1− e−Γt

e
~ωt
kBT − 1

. (6.4)

With this, we can solve for the heating rate,

˙̄n(t) = ΓNbe
−Γt ≈ ΓNb ≡ Γh. (6.5)

Typically, we operate our traps at room temperature (∼ 300 K), so we find ourselves in
the regime of Nb ∼ 106. Notice that in general, the heating rate is non-linear as a function
of time, but our experiments typically operate under the conditions of Γ ∼ 10−4/s and
t ∼ 1 ms. Thus the combined condition of Γt → 0 allows us to approximate the heating
rate as constant in time, as seen in right side of Eq. (6.5). Lastly, it should be mentioned
that this analysis of the heating rate does not hold in the non-Markovian regime of t . τb.
Naively applying the above solution in the short time regime will continue to give a linear
time-evolution of n̄, whereas the true, non-Markovian, time-evolution for short times should
follow a quadratic trend [74].

6.1.2 Spectral density

A physical understanding of the mechanism behind ion heating is rooted in the spectral
density of electric-field noise sources. In general terms, the spectral density may be a com-
plicated function of the trap frequency ω, distance from the ion to electrode surfaces d, and
trap temperature T . In most experimental studies, however, only a local parameter range
can be scanned. Under this restriction, the spectral density is assumed to follow a power-law
scaling with respect to ω, d, and T [6]

SE(ω, d, T ) ∼ ω−αd−βT γ. (6.6)
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The predicted values of α, β, and γ vary depending on the theoretical noise model and
the respective parameter regime. Many physical noise models have been considered in the
literature, including blackbody radiation, electromagnetic pick-up, patch potentials, two-
level fluctuators, adatom dipoles, adatom diffusion, Johnson noise, and technical noise [6],
and much experimental data in regards to the spectral density has been published. Unfortu-
nately, solid conclusions are difficult to draw from the collection of data, as the measurement
conditions drastically vary among experiments. To solve this, an ideal experiment for un-
derstanding electric-field noise in ion traps would allow for measurement of SE as a function
of ω, d, and T , with a large workable range for each parameter. To this end, some of the
experiments performed in this thesis aim to collectively measure the ω and d dependencies
in a single ion trap.

6.2 Distance scaling

6.2.1 Previous experiments

At present, a small number of experiments have directly measured electric-field noise as a
function of the ion-surface distance. The first of these were performed in traps with non-
planar geometries, using needle-shaped tungsten electrodes in one case [75] and a gold-plated
‘stylus trap’ design in the other [76]. These experiments found electric-field noise scalings
of β = 3.5 [75] and β = 3.1 [77], respectively. More recently, two additional experiments
employed planar surface traps for distance scaling measurements of noise parallel to the trap
surface. The first study used a standard five-wire trap with gold electrodes and application
of radio-frequency (RF) voltages to the central three electrodes to obtain a distance-scaling
exponent of β = 3.8 [48]. The magnitude of electric-field noise in this experiment was about
an order of magnitude higher than the best published results for untreated surface traps.
The second study found β = 4.0 for a multizone niobium surface trap [49]. Here, the ion
trap contained several trapping zones spaced on the order of 1 mm, where the electrodes
at each zone were physically scaled to trap ions at different distances from the surface.
The magnitude of electric-field noise was comparable to very good untreated surface traps.
Collectively, these previous measurements are naively consistent with a noise mechanism
of microscopic nature, i.e. the length scale of the electric-field noise fluctuations are much
smaller than the ion-surface distance.

6.2.2 Experimental Overview

In our experiment, we investigate the electric-field noise as a function of ion-surface distance
for a single 40Ca+ ion trapped in a unique surface Paul trap with a simple planar geometry.
Our room-temperature elevator trap enables tuning of the ion-surface distance at a fixed
planar position using DC voltages [30]. Furthermore, we find that the magnitude of noise for
this trap is comparable to the best untreated traps. We measure electric-field noise in both
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y
z
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Figure 6.1: Isometric view of the trapping region of the elevator trap. Static voltages are
applied to numerically labeled DC electrodes, and RF electrodes are labeled RF1−4. RF1,4

are driven out-of-phase relative to RF2,3. The orientation of the qubit addressing laser beam
(729 nm) and Doppler cooling beams (397 nm and 866 nm) are indicated by the arrows and
their labels.

the normal and planar directions with respect to the surface and extract a distance scaling
exponent of β ≈ 2.6 for ion-surface distances in the range of 50 - 300 µm, significantly
departing from the previous measurements discussed above. In Section 6.4, we provide
evidence that the measured field noise is not limited by technical noise (defined to be noise
whose origin is external to the properties of the trap surface, for example, from power supplies
or electromagnetic pickup). Following that, we discuss in Section 6.5 how spatial correlations
of the surface noise may explain our observed distance dependency. Finally, we place the
results in a larger context with respect to previous measurements in Section 6.6.

6.2.3 Experimental Setup and Methods

Experimental Setup

We first reiterate the functionality of our elevator trap, shown in Fig. 6.1, which is operated
with an out-of-phase RF drive such that the two diagonal pairs of RF electrodes (RF1,4 and
RF2,3) are driven with the same amplitude, but opposite phase. This generates a radio-
frequency-null along the axis normal to the trap surface [30]. Thus, the trapping potential
in this direction is fully controlled with DC electrodes (labeled 1 to 9 in Fig. 6.1), allowing
for continuous variation of the ion-surface distance without introducing excess micromotion.
RF fields provide confinement in the xy plane parallel to the trap.

We adjust the DC voltages such that the principal axes of the total potential have a tilt
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of 5◦ with respect both the z and y-axes. This ensures that all three motional modes have
some projection onto the 397 nm Doppler cooling beam propagating along x̂. To provide
additional cooling for the near-normal mode, the repumping 866 nm beam is sent in at a
near-normal angle with respect to the trap surface (z axis) and detuned red with respect to
resonance.

The beam at 729-nm wavelength addressing the long-lived quadrupole qubit transition of
40Ca+ can be switched between two orientations to measure the ion’s response to electric-field
noise in two directions. The ‘729 nm (normal)’ orientation in Fig. 6.1 is used for measur-
ing noise normal to the trap surface (along the ẑ-direction), while the ‘729 nm (planar)’
orientation allows noise measurements in the ŷ-direction of the trap plane.

Measurement Methods

As the strength of electric-field noise changes by two orders of magnitude over the ion-surface
distance explored here, we employ two methods for measuring heating rates. When the ion
is cooled close to the motional ground state, that is n̄ ≤ 1 (possible if ˙̄n . 1000 s−1 for our
system), the amplitude of the phonon-subtracting transition (red sideband) is significantly
less than that of phonon-adding one (blue sideband). Then, the mean phonon number n̄ can
reliably be found by comparing the excitation amplitude of red and blue first-order motional
sidebands [41]. When cooling into the ground state is difficult ( ˙̄n & 1000 s−1), the sideband
method is no longer sensitive to n̄. In this regime, a better measure of the heating rate is via
the decay of carrier Rabi oscillations [78], with coupling strength given by Eq. (3.15). These
carrier Rabi flops can be fitted to extract the thermal motional distribution parameterized
by n̄ and thereby the heating rate ˙̄n.

6.2.4 Experimental results

The scaling of electric-field noise with d is determined from measurements of the heating
rate at a fixed secular frequency of ω = 2π× 1.00 MHz. The two planar motional modes are
closely aligned with the x and y-axes and we measure the heating rate of the ŷ planar mode.
Using DC voltages, the x̂ planar mode is set higher in frequency by typically 2π×50 kHz than
the ŷ mode frequency. When measuring the planar mode at 2π×1 MHz, the normal ẑ mode
is set to about 2π × 0.75 MHz, while for measurements of the normal mode at 2π × 1 MHz,
the planar mode frequencies are tuned to about 2π × 1.25 MHz. The range of ion-electrode
distances accessible with the trap is limited by the high RF voltages needed when trapping
close to and far away from the surface [30]. Additionally, we find that when the normal
729 nm beam is focused close to the trap surface, back-reflections generate a standing wave
pattern which significantly modulates the intensity in the ẑ direction. Intensity fluctuations
caused by drifts in the standing wave pattern limit the ion-surface distances where we can
reliably measure electric-field noise in the normal direction to above 60 µm.

The heating rates for the planar (blue symbols) and normal (red symbols) mode are
plotted in Fig. 6.2. We distinguish between the two measurement methods mentioned earlier:
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Figure 6.2: Planar (blue) and normal (red) heating rates as a function of ion-surface distance
for a fixed secular frequency of ωt = 2π × 1 MHz. Data are taken with two measurement
methods: ( ) sideband method, ( ) Rabi method. ( ) show data from the Rabi method
scaled to match results from the sideband method (see details in Sec. 6.2.4). Power-law fits
for both motional modes take into account the data taken with the sideband-asymmetry ( )
method and the scaled Rabi method ( ).

filled squares ( ) correspond to measurements taken with the sideband method. Below 80 µm
ion-surface distance, the carrier Rabi-oscillation method is used instead, and the raw heating
rate data are marked with filled diamonds ( ).

To validate the compatibility of the two methods, we compare both measurement tech-
niques in the intermediate regime of ˙̄n ∼ 1000 s−1 and also for ˙̄n ∼ 100 s−1. We find
that the Rabi method gives heating rates that are systematically about 17% higher than
for the sideband-asymmetry method. This difference is consistent with findings from other
groups [26, 49] and may be linked to the non-zero projection of other motional modes on
the measurement laser or laser intensity noise, which manifests as premature dephasing of
the Rabi oscillations. To simplify comparison of the electric-field noise across the full range
of ion-surface distances, we scale the data from the Rabi-oscillation method by a constant
factor of 0.85. The resulting adjusted values are marked in Fig. 6.2 as open diamonds ( ).

Power-law fits to the filled squares ( ) and open diamonds ( ) are shown as dashed lines
in Fig. 6.2. We observe a scaling of ˙̄n ∼ d−2.6 for both modes, with normal heating rates
consistently about a factor two higher than planar heating rates.
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Figure 6.3: (b) Planar (blue) and normal (red) heating rates as a function of secular frequency
for a fixed ion-surface separation of d = 170 µm. Power-law fits for both modes are shown
as dashed and dotted lines.

6.3 Frequency scaling

In addition to the distance scaling, we measure the scaling of noise with frequency, which
is another key parameter to characterize the electric-field noise. In Fig. 6.3 we show the
noise frequency dependence of both normal and planar modes at a fixed ion-surface distance
of 170 µm, where all measurements are performed with the sideband-asymmetry method.
From a power-law fit of the data and Eq. (6.1), we find that the electric-field noise spectral
density, SE(2π × f, d), scales as f−0.97(13) and f−1.15(11) for the planar and normal modes,
respectively. This frequency dependence is consistent with 1/f -noise that is ubiquitous in
solid-state experiments [79] and a number of ion trapping experiments [6]. We observe again
that the normal heating rates are about a factor of two higher than the planar heating rates.
Additionally, we measure the frequency scaling of the planar electric-field noise at 70 µm ion-
surface distance and find SE(2π×f, d) ∝ f−1.2(3). The 1/f -like noise scaling for different ion-
surface distances and electric-field projections in our system suggests that our measurements
are not described by proposed models for noise from adatom dipole fluctuations [80] or
adatom diffusion [81], or by broadband technical noise [6] since the expected frequency
scaling in these cases is not 1/f .

6.4 Technical noise

Having presented our measurement results, we note that the distance scaling for this ion trap
differs strongly from the d−4 dependence that for planar trap geometries is expected from
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microscopic noise sources and has been observed in recent experiments [48, 49]. A scaling
exponent of β ≈ 2 is commonly associated with technical noise; however, this scaling only
appears if the trap size is scaled with the ion-surface distance. This is not the case in our
system. Thus, understanding how technical noise manifests in this trap and determining to
what degree it affects our measurements are critical issues that we address in the following.

Two types of electric-field noise sources at the ion secular trap frequency can affect
the motional ion heating: surface noise and technical noise. Surface noise encompasses the
mechanisms originating from the ion trap surface itself, that is, physical processes generating
noise at the trap surface. Technical noise is defined as noise whose origin is external to the
properties of the trap surface, and thus can be mitigated by proper filtering and shielding.
Technical noise may be caused by noise from voltages sources powering the ion trap or
electromagnetic radiation in the environment which is picked up by the trap electronics and
electrodes. This type of noise is typically correlated over the area of trap electrodes, and
thus depends specifically on the trap electrode geometry and the ion’s position relative to
the electrodes. As we are interested in the fundamental physical noise sources that could
limit the performance of trapped ion qubits, it is important that our electric-field noise
measurements are dominated by surface noise. Therefore we perform several checks to verify
that our heating rates are not limited by technical noise.

We can translate the contribution of technical noise to the heating rate of an ion as

˙̄ntech =
e2

4m~ωk

∑
e

SVe(ωk)

D2
e,k

, (6.7)

where SVe(ωk) is the voltage noise spectral density on electrode e and De,k is the characteristic
ion-electrode distance defined by

De,k =
Ve
Ek
, (6.8)

where Ve is the applied voltage on electrode e and Ek is the resulting electric field at the ion
position in the k̂ motional mode axis. Relating this to the electric-field spectral density, SE
that we have been discussing, we find the general relation,

SEe(ωk) =
SVe(ωk)

D2
e,k

. (6.9)

This relation is often naively cited in the literature to infer that technical noise scales as
SE ∼ d−2. However, it is not generally true that a D−2

e,k scaling implies a d−2 scaling, as
the former is a characteristic distance with dependence defined in Eq. (6.8) and the latter
is simply a physical ion-electrode distance. In order to extract the true distance scaling, we
must understand the behavior of the electric-field, Ek, as a function of the distance, d.

One particular instance where the simple D−2
e,k ∼ d−2 relation does hold, is if a full surface

trap electrode architecture is scaled uniformly. In this case, as the electrode sizes increase
(decrease), the location of the RF-null, i.e. ion height d, increases (decreases) proportionally.
This particular setup has been experimentally demonstrated by Sedlacek et. al. [49], where
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they inject technical noise into five different zones of a surface trap, where each zone is
essentially a scaled model of the others. They measure a distance scaling of d−2.4±0.3 with
controlled technical noise injected into particular electrodes.

6.4.1 Electrode noise simulations

Individual electrodes

For each trap electrode, we simulate SE,i as a function of the ion-surface distance under
the assumption that technical noise dominates at the ion position. Ei is analytically ap-
proximated by a method which assumes an infinite ground plane surrounding electrode i
[45, 82]. From the geometry of our trap (cf. Fig. 6.1), we see that only electrodes 1, 2, 7,
8, 9, and RF1−4 generate electric fields with projection onto both the y and z axes, which
correspond to the directions of the measured ion motional modes. Also, from the symmetry
of our trap, we expect electrodes 1, 2, 7, and 8 to generate similarly polarized electric-field
noise in the yz plane, as is the case for all four RF electrodes. So, we will discuss here the
distance scaling for the relevant cases of electrodes 1, 9, and RF1. Fig. 6.4 visualizes the
simulated electric-field noise in the planar and normal directions for 3-µV noise amplitude on
DC electrodes 1 through 9 while Fig. 6.5 shows the same simulation with the RF1 electrode
geometry. The simulated distance scalings confirm our intuitive expectation: For electrode
9, the center electrode, the planar electric-field components mostly cancel from symmetry,
such that the field is mostly normal to the surface. For all the outer electrodes, including 1
and RF1, the normal electric-field vector changes sign when d is near the approximate sepa-
ration between the electrode in question and the trap center. The electric-field vector points
away from the trap surface when d is greater than the trap-center-to-electrode separation
and points towards the trap surface at lower distances. Hence, the normal components in
Fig. 6.4(top left) and Fig. 6.5 show dips at about 180 µm and about 250 µm for electrodes
1 and RF1, respectively. Very close to the conductive trap surface, the electric-field vector
must be normal to the surface, thus reducing the planar component, which we observe in all
cases of Fig. 6.4 and Fig 6.5.

Comparing the simulations with the overlaid scaled data, we find none of the cases
match the data. Similarities are only partial and do not apply simultaneously to both
projections of noise. In general, for correlated noise from trap electrodes, the electric-field
noise polarization as a function of the ion-electrode distance is not constant, that is, the
ratio of the noise magnitudes in normal and planar directions is not constant, in contrast to
our data. Thus, we conclude that no single electrode can generate noise consistent with our
measured electric-field noise data.

Combinations of electrodes

Beyond noise from individual electrodes, one could imagine technical noise contributions
with various amplitudes from all electrodes to play a role, conspiring to give rise to the
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Figure 6.4: Simulated SE distance scaling from 3-µV amplitude noise on DC electrodes 1
through 9. The planar contributions are shown as dashed curves and the normal contribu-
tions are shown as dotted curves. Plots for DC electrodes 3, 4, 5, and 6 do not display dashed
curves because the planar noise contributions are negligible. Scaled data measurements are
overlaid for reference.

particular distance dependence we measure. To check the possibility of such a scenario we
fit the measurements with a linear combination of contributions from all electrodes, assuming
noise from each electrode is uncorrelated with the others. Even for this contrived scenario,
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Figure 6.5: Simulated SE distance scaling from 3-µV amplitude noise on RF electrode RF1.
The scaling is similar for all RF electrodes. The planar contributions are shown as dashed
curves and the normal contributions are shown as dotted curves. Scaled data measurements
are overlaid for reference.

see fit in Fig. 6.6, we do not find any agreement with our data.
This may seems counter-intuitive at first, since the fits have 10 degrees of freedom (one

for each distinct electrode). However, the heating rate distance scalings derived from each
electrode are strongly correlated, meaning our 10 degrees of freedom are not independent.
This leads to necessary features in the linear combination, such as the dip in noise in the
normal direction seen in Fig. 6.6 around 180 µm ion-surface distance, and a fundamental
inability to accurately fit to the measured data.

Furthermore, allowing correlations between multiple electrodes does not yield better fits
to our data. This is expected from our intuition above, as the electric-field vectors from
correlated electrodes can be added together. In general terms, correlating multiple electrodes
will increase noise in the normal direction and introduce a preferred orientation of the electric-
field in the trap plane.

Given the strong disagreement between the simulated noise from electrodes and our
experimental results, we conclude that our measurements are not limited by technical noise
correlated over the area of individual or multiple trap electrodes. These arguments also hold
for electromagnetic pickup and Johnson noise on the voltage supply and filter electronics,
since we expect noise sources of these types to be correlated over the area of electrodes as
well. We have performed an additional test where we deliberately inject noise on electrode
7 and measure the distance scaling. The results are described in Section 6.4.2 and confirm
our assessment above.

Other types of technical noise considered in the literature [6] include direct interaction
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Figure 6.6: Simultaneous fit of the measured distance dependence for planar and normal
motional modes assuming motional heating is caused by technical noise from all electrodes.
The voltages on different electrodes are assumed to fluctuate independently from each other
such that the fit is parameterized by the amplitudes of noise on each electrode.

of the trapped ion with electromagnetic interference and space charges. We tested for elec-
tromagnetic interference by adding a Faraday cage around the vacuum chamber and found
no effect on the heating rates. Space charges due to field emission from the trap electrodes
should depend on the applied voltages, but we also found no dependence of heating rates on
DC voltages and RF power.

In addition to noise at the secular trap frequency, ω, the ion may also be sensitive to
technical noise at ΩRF ± ω. In our measurements, we expect this effect on the heating rate
to be small, since we take care to minimize the ion’s micromotion in both the normal and
planar directions (see Ref. [30]). To confirm the absence of ΩRF ±ω noise in our system, we
deliberately increase the pseudopotential gradient (in both modes) and find no effect on the
heating rate.

6.4.2 Technical noise injection

To experimentally validate the technical noise simulations from Section 6.4.1, we measure
the effect of injecting white noise into the system, employing a technique that has been
used in experiments at MIT Lincoln Laboratory and our own lab at University of California,
Berkeley [46, 49, 83]. Electrode 7, see Fig. 6.1, is chosen for this purpose. Voltage noise
is generated with a RIGOL DG4162 arbitrary waveform generator, which produces white
noise in the 10 Hz to 100 MHz band. When choosing a noise source, it is important to
measure the frequency spectrum around the trap frequency, as some signal generators, such
as Agilent 33220A, do not have exactly flat noise spectra around typical ion trap frequencies.
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Figure 6.7: Planar (blue) and normal (red) heating rate contributions from injected technical
noise. Measurements are performed with the scaled Rabi method ( ). Results from Fig. 6.2
provide baseline heating rates. The data shown are the isolated heating rates due to injected
noise, derived by subtracting the corresponding baseline values from the raw measured values
with injected noise. Dashed curves show the distance scaling from technical noise in both
the planar and normal directions when fitting the data to the technical noise simulation (see
text).

Preliminary attempts at the injection utilized a band-pass filter centered around 1 MHz, but
did not induce any significant rise in ion heating rates. The band-pass was replaced with an
in-line 22 pF capacitor, which acts as a high-pass filter as not to accidentally bias the static
DC fields.

To isolate the heating rate contributions due to the injected noise from surface noise
we subtract the heating rates measured when no noise is injected. We first verify that the
baseline-corrected heating rates scale with the square of the noise voltage and then measure
the noise scaling for ion-surface distances between 70 and about 245 µm. Fig. 6.7 shows the
resulting data in both planar and normal directions as open diamonds.

We find that the measurements can be reproduced in our technical noise simulations for a
noise voltage of 9.3 µV on electrode 7 and, additionally, voltage noise with 8.5 µV amplitude
that is correlated on the four RF electrodes. The distance scaling for these parameters
is shown as dashed curves in Fig. 6.7. We note that the correlated noise on the four RF
electrodes cancels in the planar direction due to symmetry, in contrast to noise from a single
RF electrode, which we discussed in Fig. 6.5.

The reason for seeing noise on the RF electrodes when injecting noise on to any DC
electrode lies in the filtering required for operating the out-of-phase drive in our setup. The
trap ground is defined by the ground electrode on the trap chip which has some impedance
to the true experiment ground outside of the vacuum chamber. Capacitive filtering of the
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injected noise to the trap ground then causes the trap ground to fluctuate with respect to the
true ground. The RF electrodes are referenced to the trap ground via a 100 mH inductor [30],
however, providing a good reference at very low frequencies, but a high impedance at 1 MHz.
Then, from the ion’s perspective the RF electrodes are noisy relative to the trap ground.
These measurements support arguments in Section 6.4 that we are not limited by technical
noise from noise correlated across the area of electrodes.

6.5 Spatial surface noise correlations

In light of the strong evidence for uncorrelated microscopic noise sources in ion traps given
by the observed d−4 scaling in previous measurements [48, 49, 84], it is surprising that our
results (∼ d−2.6) deviate so clearly from this scaling. We have shown in the last section
that measurements in our trap are very likely not limited by technical noise, leading us to
conclude that we must be observing surface noise. There are immediate questions as to how
such a scaling can arise, what the noise sources are, and why this trap behaves differently
compared to others. In the following we concentrate on the first of these questions.

A general model for surface noise with finite correlations considers metallic surfaces to
be covered with patches of varying potential [7]. Physically, patches may arise from work
function differences across crystal grains, locally varying strain, surface roughness, or ad-
sorption of atoms and more complex compounds on the surface [85]. Fluctuations in the
patch potentials (amplitude or size) lead to electric-field noise then. In the ‘patch-potential’
picture, the behavior of electric-field noise is quantified by a spatial length scale, ζ, over
which the surface fluctuations are correlated. While the model exists independently of the
physical origins of the patches, and as such does not constrain the frequency or temperature
scaling of the noise, a certain correlation length may support the presence of specific noise
sources over others.

In the limit of spatial correlations that are very small compared to the ion-surface dis-
tance, ζ � d, the electric-field noise from different locations on the surface stems from
independent microscopic noisy patches and adds in quadrature at the ion position. Then,
for a planar trap geometry, the electric-field magnitude scales as d−4 with distance. Further,
there is a polarization to the electric-field noise such that the projection on the normal direc-
tion is twice that for the planar directions [9, 46]. In the opposite limit of very large spatial
correlations, ζ � d, the fields only vary weakly with distance from the surface. Depending
on the specific arrangement of patches or the form of the spatial correlation function, the
noise may, for instance, be independent of distance or scale as d−1 and the noise may be
strongly polarized in the normal direction. At intermediate distances, the scaling coefficient
varies smoothly from one limit to the other.

Measurements of the electric-field noise distance scaling then probe the spatial extent of
noise correlations on the surface. With regard to our data, the measured scaling exponent of
β = 2.6 being smaller than β = 4 may be taken as an indication of macroscopic correlation
lengths, as compared to the ion-surface distance. To further understand the role of the
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correlation length ζ in describing our data, we will review a general framework for modeling
correlated patch-potentials and also give an example for a specific physical realization of
patch potentials in our surface trap.

6.5.1 Analytic model

Starting from the characteristic length, ζ, over which the noisy potential patches are cor-
related, we can explicitly calculate the electric-field noise spectral density vector following
Refs. [8, 9, 86]. We assume an exponential spatial autocorrelation function,

Cζ = e−
√
x2+y2/ζ , (6.10)

which arises naturally from random variations of a variable in two or three dimensions, for
instance in Poisson-Voronoi tessellations [87, 88]. Then, the expected planar noise spectral
density SpE is given by

SpE(ωt, d) = 2
Nζ2

d
SV (ωt)

∫ ∞
0

dk
k3e−2k

(d2 + ζ2k2)3/2
, (6.11)

and the spectral density of noise in the normal direction is higher by a factor of two.
With this analytic model, we find that for ζ � d, we recover d−4 scaling for both the

planar and normal heating rates, as expected from similar microscopic noise models. As the
ratio between d and ζ inverts, there is a smooth transition in the exponent of the power law
towards the limiting case of ζ � d, where the distance scaling approaches a d−1 behavior.

We use Eq. (6.11) to simultaneously fit both the measured planar and normal distance
scalings (see Fig. 6.8), and extract a correlation length of ζ = 106 µm. This provides a good
fit to the data, that is comparable to the power-law fit with β = 2.6 from Fig. 6.2.

While we can describe our data with a single parameter, the correlation length, the same
autocorrelation function can arise from many distinct patch configurations. The curves in
Fig. 6.8 effectively show the distance scaling for an average over all patch configurations with
the same correlation length. Reproducing this exact scaling with well-defined patches at the
trap surface would require either a superposition of overlapping patches or fast switching of
patch configurations.

Neither scenario is likely to manifest on a simple metallic surface, but the trap used here
has a considerably more complex structure. The combination of features like an oxide layer
[89] on the aluminium-copper electrodes, adsorbates on the surface, and the influence of
surface roughness [90], may allow for more complex arrangements of charges and fluctuating
dipoles. The presence of an insulating layer (the oxide), for example, could separate patch
potentials both above and below it, creating a structure of overlapping patches. One might
also imagine dynamic patches that shift, rearrange or reassemble on timescales much faster
than the experiment (of order one second) [91]. Measuring the surface potentials of this trap
directly with a technique like Kelvin probe or scanning tunneling microscopy may provide
additional insight on the noise origin.
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Figure 6.8: Heating rate as a function of distance with a fit based on exponential spatial noise
correlations. Fitting both data sets to Eq. (6.11) gives a characteristic length ζ = 106 µm.

The general correlation length model used here also assumes an infinite planar metallic
surface, which does not quite translate to our surface trap that is composed of many planar
electrodes separated by 20-µm wide trenches. Such gaps between conducting surfaces should
act as natural boundaries over which noise correlations cannot be established.

6.5.2 Fixed patch potentials

For a more concrete realization of a noise correlation length, we consider non-overlapping
patches of fixed size and position while imposing the constraint that correlations cannot
form across electrode boundaries. We generate many random patch configurations based
on bounded two-dimensional Poisson-Voronoi diagrams with a fixed number of patches in
a 4 mm2 area around the trap center [92]. We can extract a correlation length for a par-
ticular patch configuration via an exponential fit to its calculated spatial autocorrelation
function [88]. An example configuration with 100 patches is shown in Fig. 6.9(a), where the
corresponding correlation length is ζ = 140 µm.

Each patch is assumed to generate noise independently of other patches and the noise
amplitude on each patch is a parameter for fitting the patch potential distance scaling to our
data. The fit result for the example patch configuration in Fig. 6.9(a) is shown in Fig. 6.9(b).
A consequence of moving from the analytic correlation length model (previous subsection,
Fig. 6.8) to a defined tiling of patches is a general anisotropy of noise in different planar
directions, as exemplified by the noise spectral densities ‘Planar X’ and ‘Planar Y’ in Fig.
6.9(b). Here the simulated ‘Planar Y’ and ‘Normal’ distance scaling matches the data well,
but this is not a unique solution. Many patch configurations with similar average patch
sizes reproduce fit results similar to the example given in Fig. 6.9. Among these well fitting
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Figure 6.9: (a) Example of a randomly generated patch configuration based on Poisson-
Voronoi tesselation with a calculated correlation length ζ = 140 µm. (b) Weighted sequential
least squares fit to experimental data for the distance scaling in the ‘Planar Y’ and ‘Normal’
direction based on the patch configuration in (a) and variable voltage amplitude on the
patches. The ratio between the largest and smallest voltage is constrained to be less than
four. The ‘Planar X’ distance scaling takes no part in the fit, but is shown to demonstrate
the noise anisotropy in the planar directions.

configurations, we find that the center electrode, DC 9, must contain at least two patches, else
the distance scaling behaves similarly to the technical noise case shown in Fig. 6.4(bottom
right). Matching distance scalings in the planar X and Y directions can be found when the
center electrode is diagonally bisected by two patches, or when it contains several patches
that meet close to the electrode center.

Comparing the fixed patch configuration to the general correlation length picture, we
observe that the constraints posed by the electrode geometry lead to slightly longer corre-
lation lengths, but still ζ is about 100 µm. The key difference, as explained earlier, lies in
the expected polarization of electric-field noise. The general model in Sec. 6.5.1 is an ef-
fective averaging over many random configurations, without preferential patch orientations.
Thus, the electric-field noise is isotropic in all planar directions. In contrast, the fixed patch
configuration generally features different electric-field noise in the planar directions.

We measured the planar electric-field noise in both the y and x + y-directions at an
ion-surface distance of 170 µm and found them to be the same within the experimental
uncertainty, ruling out some patch configurations that otherwise fit the observed distance
scaling in the y-direction alone. Further work on measuring the electric-field noise in three
dimensions would be needed in order to achieve a better understanding of the nature of noise
correlations in this trap.
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Figure 6.10: Comparison of the heating rates in this paper with those of other ion traps. The
filled gray circles reproduce the data compiled in Ref. [6] for single-ion motional heating, with
the exception of surface-treated traps. Blue (dark) and yellow (light) crosses show the results
of distance scaling measurements in the same trap from Ref. [48] and Ref. [49], respectively.

6.6 Heating rate comparison

Finally we look at the magnitude of electric-field noise in our trap compared to other mea-
surements in the community. Data collected in the review of Brownnutt et al. [6] form the
basis of comparison, see Fig. 6.10, where we also included the recent data from Ref. [48]
and Ref. [49] (highlighted as colored crosses). All data shown have been taken in room
temperature traps with untreated surfaces. Following the convention in Ref. [6], both the
heating rate and the electric field spectral noise density are scaled to 2π × 1 MHz secular
frequency, assuming SE ∝ ω−1. Additionally, the heating rate is scaled to correspond to the
case of a 40Ca+ ion.

In comparison to all data on the plot, our heating rates are on the low end across the
measured ion-surface distances. Looking specifically at the measurements for distance scal-
ings performed in the same trap, our results are about a factor 5 - 20 lower than the ones
reported by Boldin et al. [48], and of similar magnitude to measurements of Sedlacek et al.
[49].

The similarities in the absolute noise magnitudes between the traps is also interesting,
since one would generally expect that, given some density of microscopic noise sources, longer
correlation lengths should increase the noise magnitude in our device.

Regardless of the physical origin of noise in the different traps, it is worth noting that with
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regards to device miniaturization, the distance scaling we observe (d−2.6) scales favourably
compared to the d−4 dependence observed in other traps. This observation provides us with
some motivation to understand the origin of noise in this device and work towards further
miniaturization of ion traps.

6.7 Concluding remarks

To summarize, we have presented measurements of the distance scaling of electric-field noise
in a surface ion trap, together with measurements of the frequency dependence. In contrast
to previous results, the noise distance scaling for our trap is described by a d−2.6 power-law
behaviour. The data cannot be explained by noise from independent microscopic sources at
the surface; we require the addition of a macroscopic length scale for the noise that extends
to about 100 µm. The presence of a macroscopic length scale indicates a non-trivial surface
structure and/or correlated dynamics of noise sources taking place at the trap electrode. We
note that our results do not rule out microscopic noise sources, if they can give rise to spatially
correlated dynamics at the frequencies of our measurements. Further, some abstract noise
models, for instance the thermally activated two-level systems commonly used to explain
1/f noise [93, 79], are agnostic to distance scaling, as they only consider temperature and
frequency [94]. In contrast, the patch potential model used here only considers spatial noise
correlations, but not the frequency or temperature properties. A self-consistent description
of the noise dependence on frequency, temperature and distance at the same time likely
requires identifying a physical system (or several [84]) in place of an abstract model. In
conclusion, our results add to the growing body of experimental results on electric-field
noise in ion traps, and specifically show that the scaling of electric-field noise with distance
is not universal in surface traps of similar size.

6.8 Two-ion motional heating

Up to now, we have focused on the one-dimensional heating rate of a single ion, which has
eigenstates of motion that are characterized by the trap frequencies of the principal axes. As
we scale up to multiple ions, e.g. in a linear chain, additional motional degrees of freedom
are introduced, and the eigenstates of motion become more complex. These new eigenstates
allow us to probe different projections of electric-field noise, which may aid in determining its
origins. In this section, we will step through the case of a two-ion linear chain to demonstrate
the potential advantage of heating measurements with multiple ions. We also offer a general
formulation for multi-ion heating rates, which follows closely from the single ion analysis
done in Section 6.1.
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Figure 6.11: Illustration of normal modes oriented along the axial direction for a two ion
chain.

6.8.1 Theory

Let’s focus on the axial direction of a two-ion string, which has separation given by

dion−ion =

(
e2

2πε0mω2
z

) 1
3

, (6.12)

which is ∼ 5 µm at ωz = 2π × 1 MHz axial trap frequency. In this dimension, there are two
modes of motion, shown in Fig. 6.11, which are termed as the center-of-mass (COM) mode
and the stretch/breathing mode. From the illustrations, we can see that the COM mode is
mostly sensitive to dipole electric-field noise, whereas the stretch mode is mostly sensitive to
quadrupole noise. The general form for the heating rate of multiple ions in the k-th mode is
given by,

˙̄n(k) =
e2

4m~ωk
S

(k)
E (ωk), (6.13)

where

S
(k)
E (ω) = 2

∑
i,j

∫ ∞
−∞

dτ 〈δE(k)
i (τ)δE

(k)
j (0)〉 e−iωτ , (6.14)

is the spectral density for multiple ions interacting with electric-field noise, where the summa-
tion is over all pairwise permutations of ions i and j, and we define δE

(k)
i (t) = δE(t, ri) · c(k)

i

to be the projection of the electric-field noise onto the k-th mode at the i-th ion. c
(k)
i is the

normalized mode function that satisfies

N∑
i=1

c
(k)
i · c

(k′)
i = δk,k′ . (6.15)

for N ions. In the case of two ions, we have

c
(com)
1 = c

(com)
2 =

êi√
2
, and − c

(str)
1 = c

(str)
2 =

êi√
2

(6.16)

where êi is the unit vector in the i ∈ (x, y, z) direction. Assuming spatially correlated
electric-field noise at ion 1 and ion 2, i.e. δE(t, r1) = δE(t, r2) we can calculate the common
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mode spectral density experienced by the two-ion system,

S
(com)
E (ωcom) = 2

∫ ∞
−∞

dτ

[
〈δE1(τ)δE1(0)〉

2
+
〈δE2(τ)δE2(0)〉

2
+ 〈δE1(τ)δE2(0)〉

]
e−iωcomτ

= 2SE(ωcom),

(6.17)

where SE(ωcom) is the single ion spectral density. And we can calculate the stretch mode
spectral density

S
(str)
E (ωstr) = 2

∫ ∞
−∞

dτ

[
−〈δE1(τ)δE1(0)〉

2
− 〈δE2(τ)δE2(0)〉

2
+ 〈δE1(τ)δE2(0)〉

]
e−iωstrτ

= 0.

(6.18)

In the general case, it should be noted that the COM mode can be excited by a uniform
electric field, E(t). But the stretch mode is sensitive to differential motion, and thus is
excited only by electric-field gradients, which we can estimate to be E(t)/D, where D is the
characteristic distance from the trap electrodes to the ion [6]. So for a stochastic electric field,
the COM mode heating rate scales roughly as the variance of the electric-field fluctuations,
assuming zero-mean, ˙̄n(com) ∼ 〈E2(t)〉; and the stretch mode heating rate scales roughly as
the variance of the corresponding field-gradient, ˙̄n(str) ∼ 〈[dion−ion · E(t)/D]2〉 [95].

6.8.2 Simulated noise sources

Heating rates of two ions in the stretch mode may provide additional insight into the mecha-
nisms behind electric-field noise on ion trap surfaces. Here, we lay the groundwork for future
studies of stretch mode heating rates by calculating the expected noise as a function of
ion-surface distance. The simulations iterate through three distinct noise models mentioned
previously for modeling the single-ion heating rates: microscopic surface noise, macroscopic
surface noise, and technical noise. For each case, we find the stretch mode heating rates to
differ in d-dependency and noise amplitude as compared to single-ion heating rates.

Microscopic noise

As discussed in Section 6.1, there are a multitude of possible models for microscopic noise
sources which include two-level fluctuators, adatom dipoles fluctuations, and microscopic
patch potentials. In terms of distance scaling, all these microscopic noise sources contribute
to the single-ion heating rate as d−4 [50].

For the two-ion case, the COM mode acts as a heavy single ion, and also exhibits d−4

behavior. The stretch mode, however, does not follow the same trend because it is sensitive
to differential electric-field noise. This means that quadrupolar fluctuations, i.e. fluctuations
in the curvature of the trapping potential, effect the heating of the stretch mode. To study
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the distance scaling of the stretch mode heating, let us consider microscopic surface dipole
fluctuations. Following the analysis in [64], we find that the autocorrelation of the electric-
field is

〈Ez(t)Ez(0)〉 =
3πσd

8(4πε0)2d4
〈µ(t)µ(0)〉 , (6.19)

where µ(t) is the surface dipole and σd is the dipole surface density. We also find that the
autocorrelation of the quadrupole field is

〈Qzz(t)Qzz(0)〉 =
45πσd

32(4πε0)2d6
〈µ(t)µ(0)〉 . (6.20)

Thus, the spectral density of the quadruatic potential fluctuations is

SQzz =
15

4d2
SEz . (6.21)

Converting this to a stretch mode heating rate [96], we find that

˙̄n(str) =
e2(dion−ion)2

4m~ω2
s

SQzz . (6.22)

Combining Eq. (6.20), (6.21), and (6.22), we see that the stretch mode heating rate scales
as ˙̄n(str) ∼ d−6 for microscopic surface noise sources.

Macroscopic patch potentials

In Section 6.5.2, we argued that microscopic noise was not the main mechanism behind our
experimentally measured ion heating, since we observed a distance scaling of ∼ d−2.5 for the
single-ion heating rate. In fact, we required a macroscopic noise model to describe our data.
Specifically, we revisit the model of fixed macroscopic patch potentials from Section 6.5.2,
taking the same fixed patch configuration and voltage noise amplitudes as in Fig. 6.9(a).
The simulated results of the stretch mode heating is shown in Fig. 6.12. We find a rough
distance scaling of d−4 in both the planar and normal polarizations in contrast to the single-
ion heating rate d-scaling of ∼ d−2.6. Additionally, the stretch mode heating rate is smaller
in magnitude than the single-ion case, which may allow for more precise measurements of
the heating rates and consequently the distance scaling.

Technical noise

The two-ion stretch mode heating rates may also act as a probe for technical noise on the
trap electrodes. Following a similar analysis as in Section 6.4, we simulate the stretch mode
heating as a function of ion-surface distance under the assumption that the heating rate is
dominated by 3 µV amplitude noise on individual trap electrodes. From the symmetry of
our elevator trap, we need only consider the effects of electrodes 1, 3, and 9 in order to the
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Figure 6.12: Simulation of two-ion stretch mode heating rates as a function of the ion-
electrode distance, with COM frequency of ωt = 2π × 1 MHz. These simulations describe
noise with projection in both the normal (red) and planar y-axis (blue) axial stretch modes.
The particular patch configuration and voltage noise amplitudes are taken from Fig. 6.9.
The shaded region acts a guide for the eye to illustrate a d−4 dependence.

fully characterize the technical noise from all other DC electrodes. The simulation results
are shown in Fig. 6.13.

In contrast to the single-ion technical noise d-scaling, we find that stretch mode noise in
both the planar and normal directions evolve similarly with d. In particular, the ‘dip’ feature
present in most of the normal-axis heating rates from Fig. 6.4 is eliminated since the stretch
mode is largely agnostic to the absolute electric-field noise magnitude. Additionally, the
stretch mode heating rate is maximum around a trap height of order 100 µm, and decreases
as the ion heights approach both the low and high extremes. This trend suggests that two-
ion stretch mode operations in our elevator trap may be less sensitive to technical noise at
low and high ion heights.

Furthermore, we note that the stretch mode heating between 50 µm and 100 µm scales
linearly with d from technical noise on electrode 3 and remains roughly constant from tech-
nical noise on electrodes 1 and 9. This leveling off of the stretch mode heating below 100 µm
significantly differs from the predicted distance scalings of d−6 for microscopic noise and d−4

for macroscopic noise models. This disparity implies that measurement of the stretch mode
heating rates below 100 µm along a single polarization may be a sufficient check for the
presence of technical noise.

In terms of the local distance scaling in this regime, we expect to measure a distance
scaling exponent of β ≈ 0 in the presence of technical noise as compared to β ≈ 4(6)
if the noise is dominated by macroscopic (microscopic) surface noise. Such a large signal
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Figure 6.13: Two-ion stretch mode heating rates as a function of the trap height, with COM
frequency of ωt = 2π × 1 MHz. The simulations are evaluated with 3 µV amplitude noise
on DC electrodes 1 (orange), 3 (blue), and 9 (red). Planar stretch mode contributions are
shown with dashed lines while normal stretch mode contributions are shown with dotted
lines

can be clearly observed by measurement on a single stretch mode, especially with small
errors associated with low stretch mode heating rates. This may be useful when physical or
practical limitations prevent measurement of multiple motional modes. The two-ion stretch
mode technical noise signal is more prominent than the single-ion case, where any one mode
may exhibit a technical noise distance scaling in the range −2 . β . 1 between trapping
heights 50 µm and 100 µm. This large variation of β for single-ion heating rates makes it
difficult to distinguish technical noise from other potential noise sources such as macroscopic
or microscopic surface noise, which lead to β values between −1 and −4. Thus, in order
to validate the presence or absence of technical noise with a single ion, we must turn to
measurement of additional motional polarizations.
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Chapter 7

Wire-mediated long-range ion-ion
coupling

In the context of quantum information processing, individual trapped ions make ideal qubits
with long coherence times and high-fidelity state initialization, manipulation, and readout.
Multi-qubit gates are mediated by quantized motional states shared among the trapped
ion qubits, and this collective motion of trapped ions is generated by ion-ion and ion-field
Coulomb interactions. As we discussed in Chapter 2, ion trap systems typically consist of
linear chains of crystallized ions, where the ion-ion separation within these chains is ∼ 5 µm.
At this separation distance, the Coulomb coupling between the ions is strong, leading to fast
multi-qubit gates. With the linear ion string design, several groups have demonstrated high-
fidelity gate operations [2, 3, 4] and employed fully-controllable small quantum computers
up to 11 ions [97, 22]. Currently the challenge remains to scale up trapped ion systems to
more qubits and more ion-ion interactions, which will ultimately allow for nontrivial gate
operations and implementation of quantum supreme algorithms. As we scale to greater
number of qubits, the physical distance between ions becomes large, making a necessity for
efficient long-range ion-ion communication.

The trapped ion community has investigated several methods of long-range interactions
between ions. One viable strategy is to control small ion chains and physically shuttle
these small chains into various zones for operation [44, 42, 26, 98]. Another scheme is to
transfer quantum information via optical fibers and establish non-deterministic photonic
links between ions [99, 100, 101, 102, 103, 104].

In this thesis, we present a novel ion-ion coupling mechanism for long-range interaction:
motional dipole-dipole coupling of two ions in separate traps enhanced via an electrically
floating metallic wire. Here, two ions are held in separate trapping zones, and their motions
induce oscillating charges in a shared wire, which acts as an intermediate bus to communicate
between the ions. A cartoon schematic of this system is illustrated in Fig. 7.1.

Coulomb-mediated coupling of atomic ions in separate potential wells has been demon-
strated for ion separations of ∼ 50 µm [105, 106]. However, this direct coupling is limited
to close-range interactions, as the Coulomb interaction strength, Ωex, falls off as 1/r3, r
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Figure 7.1: Schematic of the ion-wire-ion system, with ions separated by 620 µm. The
vertical motion of each ion induces image currents in the wire and vice-versa.

being the ion-ion separation. With direct Coulomb coupling between two ions separated by
r = 620 µm, we expect ∼ 600 ms exchange rate between the motional states of the ions. In
comparison, our wire-mediated coupling achieves an order of magnitude improvement in the
energy exchange rate.

The main motivation behind this project is the demonstration of ion-ion entanglement via
a classical wire. This achievement would have immediate implications for the development
of trapped ion quantum systems, suggesting that a noisy quantum bus does not preclude the
transfer of quantum information.

Furthermore, this wire-mediated coupling also allows for sympathetic cooling between
ions in different zones. This technique allows for cooling of qubit ions without affecting
their internal quantum states. Such functionality may be necessary to quench the anomalous
heating of ion motion or remove excess energy from shuttling, separation, and recombination
operations. This may also open a path for cooling and trapping ion species that cannot be
laser cooled, allowing precision measurements of such particles.

Though the concept of sympathetic cooling is well established, experiments as of present
have only been able to sympathetically cool co-trapped ions [107, 108, 109, 110, 111, 112].
Because these ions have to be in the same trapping potential, this limits the types of particles
that may be probed. For example, ions with widely different masses cannot be co-trapped,
and therefore could not be sympathetically cooled. Our scheme consists of separate trapping
zones with independent field control, thus allowing simultaneous trapping of such different
ions and wire-mediated interactions between them. This architecture may also lead to trap-
ping of single electrons and protons as well as their antiparticles [113].

7.1 Coupling Mechanism

The central feature in our experiment is the wire-mediated interaction between ions, which is
characterized by the electrostatic ion-wire coupling strength, κ ≡ g/(2mω). In this section,
we describe ion motions in the presence of κ and develop a classical method for the calculation
of the ion-wire coupling strength.

7.1.1 Classical dynamics

We begin with an abstract picture of the two-ion interaction, agnostic to the coupling mech-
anism or physical architecture that is implemented. We may model the system as a pair of
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Figure 7.2: Analytic classical energy evolution of two resonant trapped ions coupled with
coupling strength κ = g/(2mω) = 2π × 80 Hz. In this idealized case, full exchange of the
energies occurs at t = 3.2 ms.

coupled harmonic oscillators, with the classical Hamiltonian for such a system given by

Ĥ =
2∑
i=1

1

2
miv

2
i +

2∑
i=1

1

2
miω

2
i x

2
i + gx1x2, (7.1)

where mi, ωi, vi, xi are the mass, frequency, velocity, and position of ion i, respectively. Again,
the g parameter represents the coupling strength between ion 1 and ion 2, and its physical
origin is detailed in Section 7.1.2. For pedagogy, let us consider the dynamics of identical
ions in the resonant case such that m1 = m2 = m and ω1 = ω2 = ω. Then solving for each
ion’s equation of motion gives

x1(t) = A1 cos(ν+t) +B1 sin(ν+t) + A2 cos(ν−t) +B2 sin(ν−t), (7.2)

x2(t) = A1 cos(ν+t) +B1 sin(ν+t)− A2 cos(ν−t)−B2 sin(ν−t), (7.3)

where ν2
± = ω2 ± g/m are the eigen-frequencies of the normal modes. Now inserting initial

conditions of x1(0) = A and x2(0) = ẋ1(0) = ẋ2(0) = 0, we can simplify the above equations
to

x1(t) =
A

2
[cos(ν+t) + cos(ν−t)] = A cos

(
ν+ − ν−

2
t

)
cos

(
ν+ + ν−

2
t

)
, (7.4)

x2(t) =
A

2
[cos(ν+t)− cos(ν−t)] = −A sin

(
ν+ − ν−

2
t

)
sin

(
ν+ + ν−

2
t

)
. (7.5)
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The experiments in this thesis are operated in the weak coupling limit, g/m� ω, where we
have

ν± ≈ ω ± g

2mω
, (7.6)

meaning the system has a beat frequency of ωbeat = ν+−ν− = g(mω)−1 and a beat oscillation
period of tbeat = 2πmω/g. Thus, we expect to see a full transfer of the energy at an exchange
time of

tex =
πmω

g
. (7.7)

An illustration of this resonant interaction using the results from Eq. 7.4 and Eq. 7.5 is
shown in Fig. 7.2, where we have set ω = 2π × 400 kHz, and g/(2mω) = 2π × 80 Hz.

7.1.2 Equivalent circuit model

To further study the coupled ion dynamics and calculate g, we map our ion-wire-ion system
to a lumped element circuit. Because the ion is harmonically trapped, the harmonic motion
induces flow of image charges in the wire, creating image currents. As such, we may per-
form analysis on an electrically equivalent model of the ion motions and the image currents
following the formulation by D.J. Wineland, H.G. Dehmelt, and D.J. Heinzen [114, 115].

Ion-wire interaction

We start with the assumption that the ion-wire interaction can be modeled by a trapped ion
held between two conducting parallel plates, as shown in Fig. 7.3(left). Assuming that the
plate dimensions are much larger than the separation, we neglect edge effects and find that
the current induced by a harmonically trapped ion is

I =
eż

Deff

, (7.8)

where Deff ≡ Uw/E
w
z is the effective distance of a trapped ion to the wire and determined

by ratio of the voltage on the wire, Uw, to the generated electric-field at the trapped ion
position, Ew

z . Deff may be approximated by the physical ion-wire distance, but its exact
value depends on the geometry of the wire. In this picture, the equation of motion for a
trapped ion is given by

mz̈ = −mω2
zz + Fw (7.9)

where Fw is the force exerted by the wire onto the ion,

Fw =
eV

Deff

+ Find. (7.10)

Find is an additional back-action force on the ion from the induced charges in the wire, but for
a single ion, this term is small and may be neglected [114]. Combining Eq. (7.8), Eq. (7.9),
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Figure 7.3: (Left) Electromechanical circuit diagram of ion between plates of a parallel-
plate capacitor which is grounded on one end and floating on the other. (Right) Electrically
equivalent circuit model of a single harmonically trapped ion, represented with a series LiCi
circuit coupled to (i.e. parallel with) a floating wire with capacitance Cw to ground.

and Eq. (7.10), we arrive at

V = Li
dI

dt
+

1

Ci

∫
Idt. (7.11)

Here, we have translated the ion and its image current into a series LC system that shunts
the electrode capacitor, with an equivalent ion inductance and capacitance of

Li =
mD2

eff

e2
, Ci =

1

ω2
zLi

. (7.12)

For typical trapped ion parameters, we find that the equivalent inductance is rather large,
Li ≈ 5 × 104 H, while the equivalent capacitance is rather small, Ci ≈ 2 × 10−18 F. These
equivalences allow us to relate the dynamics of the circuit in Fig. 7.3(right) with the dynamics
of the circuit in Fig. 7.3(left).

Ion-wire-ion coupling

Equipped with the understanding that a single harmonically trapped ion can be modeled as
a series LC circuit, we can now tackle the case of two ions coupled via a shared electrode
wire. In this case, we now have two resonant systems that are electrically connected, see
Fig 7.4(left), and the equivalent circuit which models the system is shown in Fig. 7.4(right).

Cw is the capacitance of the wire to ground, which we calculate both analytically and
numerically with finite-element simulations. We have also added the resistance, R, of the
wire to model a more physically realistic system.

The classical solution to the dynamics of this circuit in the resonant case with identical
ions may be expressed in terms of the circuit parameters as [57]

tex =
Cw
ωzCi

=
mωz
e2

CwD
2
eff . (7.13)
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Figure 7.4: (Left) Schematic of two ions between parallel-plate capacitors; they are connected
via a floating wire and a common ground. (Right) Equivalent circuit of two harmonically
bound ions coupled to each other through a shared wire with resistance R and capacitance
Cw to ground. Each ion is represented with inductance Li and capacitance Ci. The current
Ii in each branch corresponds to the velocity its respective ion.

Analogously, we may define the coupling strength, κ, as

κ =
g

2mωz
=
π

2

1√
LiCw

=
π

2

e2

mωz

1

CwD2
eff

. (7.14)

In this form, we immediately see various parameters that affect the exchange time, tex,
which we desire to minimize for optimal performance. Heuristically, there are two categories
of parameters in Eq. 7.13: operational parameters, which may be adjusted in-situ, and design
parameters, which are derived from the geometry of the wire and trap.

The operational parameters include the ion charge e and mass m as well as the trap fre-
quency ωz. In terms of these parameters, we find that low mass and highly charged ions with
low trap frequency ωz lead to an increase in the exchange rate. Intuitively, we are increasing
the electric dipole of each ion, and thus increasing the coupling strength. Additionally, in-
creasing the number of ions leads to faster exchange times, though the improvement is only
linear due to the e2/m dependence.

The design parameters consist of the wire capacitance to ground Cw and the effective ion-
wire distance Deff . Eq. 7.13 suggests we must engineer the wire to have minimum capacitance
to ground, Cw, in order to maintain the image currents in the wire. This logic also shows
why the coupling wire must be electrically floating and not directly connected to ground. As
we detail in Section 7.2.1, the wire geometry, vis-à-vis the electric fields, may be designed
to maximize the ion-wire coupling at specific physical ion heights. Though in general, Deff

increases as the ion gets closer to the wire.



CHAPTER 7. WIRE-MEDIATED LONG-RANGE ION-ION COUPLING 85

Figure 7.5: Isometric view of the double trap. Ions are held above two distinct trapping
regions with mirrored electrode layout. In each trapping region, there are 8 DC electrodes
colored blue and 4 RF electrodes (operated in the out-of-phase configuration) colored green.
The two regions are connected with an electrically floating center electrode wire, colored red.

7.2 Double trap

Up to this point, we have discussed the ion-wire-ion coupling dynamics while remaining
agnostic to the physical implementation. In this section, we turn our attention towards the
physical design of the ion-wire-ion system, detailing the optimally engineered aspects as well
as challenges faced.

Figure 7.5 shows an isometric rendering of our two surface traps separated by 620 µm. We
jointly term these two traps as the ‘double trap’, consisting of the so-called top and bottom
traps. Both the top double trap and bottom double trap comprise of 8 DC electrodes,
colored blue in Fig. 7.5, and 4 RF electrodes, shown in green. The distinguishing feature of
our double trap is a central electrically floating wire which connects the centers of the top and
bottom traps and acts as the coupling wire between ions in the separate traps. This center
wire electrode, colored red in Fig. 7.5, is the only electrode on the trap with no connection
to external control voltages.

Similar to the elevator trap discussed in Chapter 4 and detailed in ref. [30], the double
trap is operated with out-of-phase RF drives. Thus, the planar confinement in each trapping
region is controlled by the RF pseudo-potential while the vertical trapping potential at each
site is fully controlled by DC fields. This feature provides greater trap frequency stability
in the vertical axis. The stability in this direction is particularly important as our trap is
engineered to maximize coupling of the vertical ion motion to the wire.
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Figure 7.6: Microscope image of the double trap.

7.2.1 Design parameters

Figure 7.6 shows a microscope image of the double trap, providing a more accurate repre-
sentation of the dimensions. Our trap is coated with 1-µm-thick aluminum-copper using the
process discussed in Section 5.1.2. The RF electrode pads have dimensions of 145 µm ×
145 µm with 30-µm-wide leads. The DC electrodes in each trap are arranged in a mirrored
geometry across the midpoint of the double trap. The two traps are separated by 620 µm,
measured from the center of each trapping region, and share an electrically floating central
wire. This coupling wire consists of two square paddles connected together by a narrow strip.
The paddle geometry, with dimensions 120 µm × 120 µm, optimizes the ion-wire coupling
strength at a trapping height of 50 µm by maximizing the vertical electric-field from the
coupling electrode. The strip connecting the paddles is kept at a narrow 30 µm width to
minimize the total capacitance of the wire to ground.

Each trapping site holds a single 40Ca+ ion, where pseudo-potential confinement in the
planar directions is generated with an out-of-phase RF drive at 36 MHz and ∼ 100 Vpp,
giving planar trap frequencies of ωx,y ≈ 3 MHz. In the vertical axes, the motional trap
frequencies are tunable up to ωz = 2π × 2.5 MHz, limited by the ±10 V range on each
DC electrode. This allows simple control of the interaction by tuning the ion vertical trap
frequencies in and out of resonance.

Coupling strength optimization

From Eq. 7.14, we saw that the coupling strength, measured in Hz, is characterized by
κ = g/(2mωz). Here, we discuss the design aspects of our trapped ion system which maximize
the coupling strength, κ, to achieve strong ion-wire-ion interactions. Though various wire
geometries may be investigated, we focus on the minimalist design of two square paddles
connected by a narrow strip in order to maintain manageable simulation and fabrication.
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Figure 7.7: Ion-wire coupling strength, κ/(2π), as a function of paddle size for a fixed ion
height of 50 µm and 500 kHz trap frequency. The coupling strength κ/(2π) is maximized
around 2π × 57 Hz with a paddles size of 120 µm × 120 µm

First, we wish to minimize the effective ion-wire distance Deff by adjusting the paddle
size. Because Deff ≡ Uw/E

w
z , the paddles must be designed to maximize the electric-field

(at particular ion positions in each trap) generated by a voltage on the coupling electrode,
thus also maximizing the interaction between the ion and the wire. We choose to optimize
the electric-field at an ion height of 50 µm in both traps as a balance between poor coupling
strength at high heights and large electric-field noise and trap instabilities at low heights.

Figure 7.7 shows the ion-wire coupling strength as a function of the edge-length of the
square paddle for a fixed ion height of 50 µm. This specific calculation is evaluated at
ωz = 2π × 1 MHz trap frequency using the gapless plane approximation [45] mentioned in
Section 4.1 and Section 6.4.1. From this, we find that the coupling strength at 50 µm is
maximized for a square paddle of size 120 µm × 120 µm. With this chosen paddle size, an
ion located 50 µm above the wire has an effective distance of Deff ≈ 133 µm and a coupling
strength of κ ≈ 2π × 57 Hz.

For this set geometry, We may additionally investigate the coupling strength for various
ion heights. The simulated results for this are shown in Fig. 7.8. We find that the coupling
strength, κ, roughly follows a d−3 scaling, originating from the D2

eff dependence of our wire’s
finite geometry.

The other design parameter of concern is the total capacitance of the wire to ground,
Cw, which should be minimized in order to maximize κ. With the paddles sizes fixed, the
remaining free parameters are the length and width of the strip connecting the paddles.
The length is set to 500 µm in order to separate the ions enough such that the electric field
from electrodes in the bottom trap will have negligible effect on an ion in the top trap and
vice-versa. The strip width is set to a narrow 30 µm to minimize Cw while still maintaining
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Figure 7.8: Ion-wire coupling strength, κ/(2π), as a function of physical ion height, measured
from the center of a 120 µm × 120 µm paddle. The coupling strength κ/(2π) is calculated
at a trap frequency of 500 kHz and roughly follows a d−3 scaling.

sufficient current flow from one end of the wire to the other. With these parameters, we
calculate a capacitance of Cw = 30 fF using a finite-element solver.

Decoherence sources

In order to observe the coupling signal, the decoherence caused by noise inherent in the
wire as well as instability of the ion motions must occur on a slower time-scale than the
coupling. This is especially important in the quantum regime, where coherent coupling of
the quantized ion motions vanishes in the presence of noise. We review the effect of several
noise sources following the analysis in ref. [57] and show that the noise in our double trap
wire design may be sufficiently suppressed to allow coherent coupling, even with a normal
conducting material.

One source of decoherence is leakage of the induced current in the wire to ground. We
may model this in the equivalent circuit, Fig. 7.4, with a large resistor, Rg > 1013 Ω, in
parallel to the capacitor Cw between node A and ground [57]. In this simple picture, the
decay constant for the current is 4RgC > 1.2 s, much larger than the predicted coupling
exchange time, tex ∼ O(1) ms.

Decoherence also originates from current dissipation in the wire due to its finite resistance,
which we estimate to be 0.1 Ω. From Eq. 7.8, the induced current in the wire may be
calculated to be I = eż/Deff ≈ e

√
~ωz/m/Deff ≈ 0.1 fA at a trap frequency of ωz = 2π × 1

MHz and optimized Deff ≈ 133 um. Thus, we expect it takes 6.6 × 105 s to dissipate one
motional quanta due to the wire resistance, a negligible effect compared to tex ∼ O(1) ms.

Another byproduct of the finite wire resistance is Johnson noise, which contributes to
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the motional decoherence of ions trapped above the wire. The Johnson noise power is given
by

P = kBT∆f, (7.15)

where kBT is the thermal energy of the wire and ∆f is the bandwidth over which the ion is
sensitive to noise. The heating rate generated by Johnson noise in terms of motional quanta
is

˙̄nJ =
P

hfz
=
kBT∆f

hfz
=
kBT

hQ
. (7.16)

In our equivalent circuit model, Fig. 7.4, the Q-factor is given by

Q =
1

R

√
Li
Ci
. (7.17)

With the values we have used up to now, the expected heating from Johnson noise is
˙̄nJ = 0.09 quanta/ms at room temperature. This heating contribution may be significantly
improved by operating the trap system at cryogenic liquid helium temperatures. Assuming
a resistivity ratio of ρ300K/ρ4K ≈ 50 for the wire [57], the Johnson noise heating rate is
reduced to ˙̄n4K

J = 0.02 quanta/s at 4 K. Thus, at cryogenic temperatures, the Johnson noise
is not expected to affect the coherent coupling.

Finally, we mention a decoherence source not unique to our double trap geometry: excess
electric-field noise in trapped ion systems (often termed as anomalous heating), which causes
heating and decoherence of the ion motion as discussed in Chapter 6. According to our room
temperature measurements in Section 6.2.4, we expect such noise to contribute a heating
rate of order 1 quanta/ms at 50 µm ion-surface distance. This magnitude of noise would
be detrimental to the coherent coupling with tex ∼ O(1) ms. Fortunately, reduction of
this noise by two orders of magnitude may be realized with in-situ Ar+ bombardment [116,
117] or operation at cryogenic temperatures [75, 118, 119, 43, 120, 49], bringing the excess
electric-field noise heating effect to a negligible ˙̄nex = O(10) quanta/s.

For both techniques to reduce motional heating, either cooling or Ar+ bombardment,
there is concern that the electrically floating coupling wire may accumulate a large amount
of charge, generating a large electric field that may degrade the trapped ion confinement.
This problem is addressed in the following Section 7.2.2, where we demonstrate controlled
photoelectric charging and discharging of the floating wire in order to neutralize extraneous
charge.

7.2.2 Floating wire

The lynch pin of the double trap is the floating electrode wire that connects the two trapping
zones. We have seen that its design is optimized to allow fast inter-zone ion-ion coupling of
vertical motional modes with minimal decoherence. However, the innate electrical properties
of the floating wire (explicitly charge build-up) create challenges for experimental measure-
ment and control.
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Figure 7.9: (Left) Simulated electric-field strength originating from the center floating wire
held at 50 mV. The main contribution is in the Ez direction. (Right) Simulated quadrupole
strengths from the charged center electrode. The main contribution is in the U2 quadrupole

Charge effect and measurement

To begin, we must understand the effect of charge accumulation on our trapped ion system.
As the floating wire builds charge, it distorts the confinement fields generated by the con-
trolled DC and RF electrodes. By symmetry of the paddles and the central ion position,
we expect this effect to be largely in the vertical axis of each trapping zone. To verify this
intuition, we simulate the floating wire’s contribution to all experimental multipoles as the
ion height is scanned with respect to the trap surface. The results, calculated for a floating
wire held at a static voltage of 50 mV, are shown in Fig. 7.9. As expected, there are mainly
two multipoles, Ez and U2 (both oriented along the vertical axis), affected by the excess
charge, and there is little effect seen on the other multipoles.

We explicitly note that if the center electrode is held at −50 mV, we see the inverse
effect on each multipole. This sign becomes important when working with the U2 multipole,
which controls the vertical trap confinement. If the center electrode is positively charged, the
vertical trap frequency is increased. On the other hand, if the center electrode is negatively
charged, a large anti-confinement potential is induced in the vertical direction. In the extreme
case of large negative charge build-up on the floating wire, the vertical anti-confinement from
the center electrode exceeds the maximum achievable U2 confinement from the controllable
DC electrodes, and so we are unable to trap ions in the system.

The benefit attached to this relation of the U2 multipole to the floating wire charge is the
capability to measure the charge by measuring a shift in U2, i.e. a shift in the vertical trap
frequency. In our current experimental setup, we have demonstrated the ability to measure
trap frequencies with 2π × 100 Hz standard error using 729 nm spectroscopy. Accordingly,
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the U2 quadrupole may be controlled with 0.001 V/mm2 accuracy, which corresponds to a
controllable vertical trap frequency resolution of ≈ 2π × 100 Hz around ωz = 2π × 1 MHz
trap frequency. From Fig. 7.9, we find that the ion sensitivity, ∂U2/∂Uw, at 50 µm height is
approximately 0.06 V/mm2 per 1 mV on the floating wire. Coupled with our trap frequency
resolution, this implies that we are sensitive to changes in the floating wire voltage of ∆Vw ≈
17 µV. Under the assumption of Cw = 30 fF, this corresponds to a charge sensitivity of ∼ 3e.
Thus, we may utilize the vertical trap frequency as an extremely sensitive tool to probe the
charge of the floating wire.

Controlling the charge

In addition to charge measurement, the ability to control the floating wire charge is essential
for proper operation of the double trap.

One such control method is to install a movable in-vacuum mechanical arm which can
make contact with the electrodes on the double trap. With the metallic arm grounded
properly, this may provide an avenue to discharge any residual charge build-up on the floating
wire, allowing for a ‘reset’ of the voltage. Unfortunately, this iteration of our vacuum system
does not include such a mechanism, forcing a search for alternative in-situ non-contact
methods of controlling the charge.

Ultimately, we found such a method by taking advantage of the photoelectric effect.
Typically, the photoelectric effect is considered to be harmful for ion traps [54, 56], but if
used correctly, it may be beneficial to operating our double trap. Conceptually, we shine high-
energy photons onto the trap surface and excite movement of electrons across trap electrode
boundaries. By exposing laser light onto the floating wire, we expect that electrons flow
off of the floating wire. Conversely, exposing other nearby electrodes to the same light is
expected to induce flow of electrons onto the floating wire.

Controlling the charge - Results

To measure the magnitude of the photoelectric effect on the center floating wire, we take
advantage of the ion’s sensitivity to electric fields. As we have seen from Fig. 7.9, charge
build-up alters the electric dipole and quadrupole fields at the ion position. Consequently,
by using the ion to measure shifts in both Ez and U2 as a function of laser flux onto the trap
surface, we can infer the magnitude of charge on the floating wire.

The experimental setup for this measurement consists of sending blue (422 nm) and near-
UV (375 nm) light onto the double trap surface. The location of light is chosen to be either
centered on the paddle of the top trap (exposing the floating wire directly to laser light) or
200 µm offset from the center, such that the laser does not contact the floating wire. Both
the 422 nm and 375 nm beams are measured to have power of 100 µW prior to entering the
vacuum chamber, and both beams form an angle of ∼ 10° with respect to the trap surface.

The results are shown in Fig. 7.10, where the left (right) plot shows the change in Ez
(U2) compensation required to maintain the original ion position (trap frequency). As the
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Figure 7.10: Demonstration of the photoelectric effect on the floating wire charge. Measure-
ments are taken with 375 nm exposure, 422 nm exposure, and standard operation in the
top trap (see text). ‘Centered’ beams are directed onto the top trap paddle center at ∼ 10°
from the surface while ‘off-center’ beams are displaced 200 µm from the center. (Left) Ez
compensation required to maintain the original ion height as a function of exposure time.
(Right) U2 compensation required to maintain the original trap frequency as a function of
exposure time.

cumulative intensity of the laser light on the trap surface increases, we see a gradual trend in
the ∆Ez and ∆U2 values, which implies net charging of the center floating wire. Note that
positive ∆Ez and ∆U2 values correspond to culmination of negative charge on the center
electrode, and vice-versa.

Exposing the trap surface to 422 nm and 375 nm beams offset from the center floating
wire (respectively shown in green and red in Fig. 7.10), such that the light does not shine
onto it, causes electrons to flow from the grounded trap onto the floating wire, resulting in a
pile-up of negative charge on the floating wire. This negative charge attracts our 40Ca+ ion
towards the trap, in the −ẑ direction, and we must apply a positive ∆Ez to compensate for
this positional shift, see Fig. 7.10(left). Additionally, negative charge on the floating wire
leads to anti-confinement quadrupole fields in the axial ẑ axis, as discussed above. In order
to negate this effect, we must apply positive ∆U2 to maintain the original trap frequency, as
shown in Fig. 7.10(right).

By exposing the center floating wire directly to blue light (shown in blue in Fig. 7.10), we
excite electrons which flow to the surrounding electrodes, implying an induced positive charge
on the center electrode. In this case, our 40Ca+ ion tends away from the trap surface in the
+ẑ direction, and we need to apply negative ∆Ez to re-center the ion position. Analogously,
the geometry of the positively charged center electrode causes an increase in the axial, ẑ,
confinement. So we must apply negative ∆U2 to re-stabilize the trap frequency to its original
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value. Notice that in Fig. 7.10, we do not show the effect of exposing the floating wire to
375 nm light. The reason being the photoelectric effect caused by 375 light is so strong that
exposure onto the center floating wire results in a rapid shift of the ion position. We estimate
the effect to cause a shift of ∆Ez & −1 V/mm per minute, leading to rather immediate ion
loss.

A comparison of Fig. 7.10(left) and Fig. 7.10(right) indicates strong agreement of our
measurements with the theory from Fig. 7.9. For an ion-surface distance of 100 µm, we
expect a scaling between ∆Ez and ∆U2 to take the form of ∆Ez = α∆U2. According to the
simulations from Fig. 7.9, we extract a theorized α = 0.1 mm. This is in agreement with the
measured scaling of α ∼ 0.11 mm from Fig. 7.10.

Under standard operation of the ion trap (shown in black in Fig. 7.10), the center elec-
trode is exposed to 397 nm scatter, continuous and direct 866 nm light on the order of
∼ 10 µW, and periodic direct 729 nm light with power ∼ 1 mW. We do not observed any
shift in the ion position or trap frequency during prolonged normal operation, leading us to
rule out any significant photoelectric effect due to light at 729 nm or 866 nm. Additionally,
we conclude that a negligible fraction of power from the 397 nm beam is scattered onto the
trap surface.

7.2.3 RF and DC electrodes

In addition to the photoelectric effect, excess charge on the floating wire may also originate
from its capacitance to neighboring electrodes. Specifically, we consider both RF and DC
electrodes as potential sources of time-dependent and static shifts in the overall floating wire
potential.

RF voltage mismatch

Let us first investigate the influence of the RF-electrode voltage on the floating wire’s voltage.
With a finite-element solver, we calculate the capacitance matrix for all 8 RF electrodes and
the central floating wire. As previously stated, we find that the center floating wire has
capacitance Cw = 30 fF to ground and the 8 RF electrodes have capacitances of ∼ 0.5 fF to
the center wire. Treating this system as 8 parallel capacitive dividers to ground, we compute
the magnitude, Vpp/2, of oscillating RF pick-up on the center electrode as a function of the
voltage mismatch between the two out-of-phase RF arms. The simulation results are shown
in Fig. 7.11(left) up to a voltage mismatch up to 15% deviation of each RF arm from the
mean voltage of 100 V, i.e. 15% deviation corresponds to VRF+ = 115V and VRF− = −85V .
When VRF+ = VRF−, the RF pick-up is nearly zero, as the geometrical symmetry and out-of-
phase nature of the RF drive electrodes destructively interferes on the center electrode. As
we increase the RF voltage deviation, we see an expected linear increase in the RF pick-up.

Additionally, we quantify the effect of the RF voltage mismatch (proportional to RF
pick-up) on the ion confinement potential. As shown in Fig. 7.11(right), we see quadratic
shifts in the trap frequency at a fixed height of 50 µm. From our experimental measurements,
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Figure 7.11: (Left) Simulated pick-up voltage on floating wire as a function of RF voltage
mismatch on the two RF arms. (Right) Simulated shift of the trap frequencies at 50 µm
oriented planar and normal to the trap surface as a function of the RF voltage deviation.
Note that a 1% deviation is referenced to a mean voltage of 100 V, i.e. 1% deviation
corresponds to VRF+ = 101 V and VRF− = −99 V.

see Section 5.3.2, we find that the RF voltage deviations for each arm are ∼ 10%, and can
be tuned to be . 1%. At this level of RF mismatch, the center electrode RF pick-up effect,
∆f ∼ 500 Hz, is small compared with typical trap frequencies of ft ∼ 1 MHz.

DC cross-talk

Another side-effect of the capacitive coupling between the floating wire and the rest of the
trap is a DC shift of the voltage on the floating wire. Specifically, changing the voltage Vi
on electrode ei induces a voltage Vf on the floating wire ef . This unwanted Vf affects the
multipoles at the ion location, and its dependence is shown in Fig. 7.9. Furthermore, the
floating wire is shared between the top and bottom traps of the double trap. Thus, changing
any DC electrode voltage in one trap affects the multipoles in both traps.

This cross-talk among the DC electrodes in the double trap leads to difficulties when
simultaneously trapping ions in both the top and bottom traps. From experimental measure-
ments and Fig. 7.9, we find that the primary impact of the cross-talk is a shift in ion height
and vertical trap frequency. As such, use of our standard multipole control from Section 4.2.2
is no longer feasible since we may no longer assume all electrode voltages are independent.
To be explicit, we must modify our electrode-multipole mapping from the standard,

~M = A~V , (7.18)

where ~M is the multipole vector, A is the control matrix that maps electrode voltages
to multipoles (each column of A represents the multipole contributions from one particular
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electrode), and ~V is the voltage vector which represents the voltage values for each electrode.
For our double trap setup, this standard mapping is given by
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, (7.19)

where T and B are independent control matrices for the top trap and bottom trap, respec-
tively.

In order to account for the cross-talk among the DC electrodes, we insert a compensation
term into the standard multipole control matrix,

~M = A~V + ξmc~V . (7.20)

Here, our compensation matrix is composed of ξmc, where m a diagonal matrix describing
the multipole contributions from the floating wire and c is the capacitance matrix (calculated
with a finite-element solver) between each electrode and the floating wire. ξ is a constant
scaling factor which allows a degree of freedom for tuning the magnitude of compensation,
though ξ = 1 is the default value. Explicitly writing out the matrices from Eq. 7.20 gives
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(7.21)
With this compensation applied, we find that adjusting DC voltages in one trap no longer
shifts the ion height in the other trap. This improvement was imperative for independent
control of the top and bottom traps. However, the cross-talk is not fully compensated, as
evidenced from shifts of the vertical trap frequency in one trap when voltages are applied
to the other trap. Currently, the trap frequency in one trap shifts on the order of 1 kHz
per 100 mV applied to the other trap. Further improvement upon this compensation will
require more accurate modeling of the electrode capacitances and potentials.
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7.3 Wire mediated ion-ion energy exchange

7.3.1 Experimental overview

In this section, we present experimental results for measured ion-ion coupling and energy
exchange enhanced through the use of an electrically floating metallic wire. In our system,
two trapped ions, which we distinguish as auxiliary (a) and measurement (m), are separated
by 620 µm. Each is harmonically bound with dc-tunable vertical trap frequencies, ωa and
ωm. When brought on resonance, ωa = ωm, the vertical motion of ion a induces motion
of image charges in the coupling wire, modifying its potential and in turn, influencing the
motion of ion m, and vice-versa. Under this resonance condition, the energy of each ion is
expected to swap as shown in Fig. 7.2.

Our double trap design, see Section 7.2, is engineered to optimize the coupling of the
ion-wire-ion system in terms of speed and stability. With this design, we demonstrate both
wire-mediated sympathetic heating (Section 7.3.4) and sympathetic reduction of heating
(Section 7.3.5) for separately trapped ions. From the measurements of reduced heating, we
extract a coupling rate of κ = 2π×11 Hz, in agreement with simulations of the experimental
parameters.

Due to abnormally high motional ion heating rates, the ability to measure an oscillating
energy exchange, similar to Fig. 7.2, is hindered. In Section 7.4, we discuss potential im-
provements that may be implemented to lower the heating rates and increase the coupling.
Finally, in Section 7.4.3, we review the implications and applications of this work.

7.3.2 Related experiments

No experiment to date has performed energy exchange between two ions through a metal
wire. However, two separate groups from NIST Boulder [105] and University of Inns-
bruck [106] have demonstrated conceptually similar experiments of coupling ions held in
two separate potential wells. The coupling mechanism in both cases was simply the mutual
Coloumb interaction of the separated ions, with an expected energy exchange rate of

Ωex =
q1q2

4πε0s3
√
m1m2ω1ω2

, (7.22)

where qi,mi, ωi are the charge, mass, and trap frequency of ion i, ε0 is the permittivity of free
space, and s is the separation distance between the ions. This corresponds to an exchange
time of tex = π/(2Ωex). The NIST group measured an exchange time of tex = 155(1) µs at
40 µm ion separation, while the Innsbruck group measured tex = 222(10) µs at 54 µm ion
separation. Both measured values of tex were close to the predicted values from Eq. 7.22.

The exchange rate decreases with the separation distance as 1/s3. This implies that
ion-ion coupling in separate potential wells directly through the Coulomb force is limited
to close-range interactions. With two ions separated by s = 620 µm, we expect an energy
exchange time of tex ≈ 600 ms between the motional states of the ions. In comparison, our
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wire-mediated coupling achieves an order of magnitude improvement in the energy exchange
rate.

7.3.3 Experimental setup

As described in Section 7.2, the RF and DC electronic features of the double trap allow for
independent control of vertical trapping height and trap frequency in the top and bottom
traps. Each trap holds a 40Ca+ ion which is addressed with an independent set of lasers.

Ion loading is performed sequentially in each trap, with a single set of photoionization
lasers (at 422 nm and 375 nm) installed onto translation stages for ease of switching between
top trap and bottom trap loading. The 397 nm Doppler cooling beams propagate along the
planar x̂ axis while the repumping 866 nm beams are oriented normal to the trap surface
along the ẑ axis.

Since the coupling is sensitive to the vertical ion motion, Doppler cooling in the vertical
mode is essential for experimental operations. It would be ideal to perform Doppler cooling
of the vertical mode directly with 397 nm light oriented along the vertical axis, but unfor-
tunately, as stated in Section 7.2.2, we find that exposure of light with wavelengths below
422 nm onto the trap induces photoelectric charging of the floating wire. To avoid this situ-
ation, Doppler cooling is achieved on the P1/2 ↔ D3/2 transition using vertical red-detuned
866 nm beams instead of conventional red-detuned 397 nm beams. The functionality of
the planar 397 nm beams remains for Doppler cooling in the planar modes and fluorescent
detection of each ion onto separate photomultiplier tubes.

Additional cooling of the vertical mode is performed with incoherent parametric coupling
of the vertical and planar modes during Doppler cooling [63]. This scheme reduces the
equilibrium temperature achievable in the vertical motional mode by a factor of ∼ 4, with a
lower limit of 10 mK.

State manipulation is performed by two individually focused 729 nm beams which address
the S1/2 ↔ D5/2 qubit transitions and point along the vertical modes of each ion. The
orientation of these beams as well as the full imaging and detection setup may be seen
in Fig. 5.13 of Section 5.4.3. These beams are used to perform carrier Rabi-oscillations,
from which the mean motional occupation number, n̄, is extracted using fits of these Rabi
excitations to thermal state time-evolutions.

7.3.4 Sympathetic heating

As a demonstration of the coupling, we probe the energy exchange between our two remotely
trapped ions by measuring the heating rate of ion m near the resonance condition of ωm = ωa.
In this experiment, the auxiliary ion a is held 60 µm centered above the bottom trap surface
with a fixed vertical trap frequency of ωa = 1.3680(6) MHz and high temperature. Though
we are unable to measure the exact temperature, we estimate n̄a & 10, 000 quanta. The
measurement ion m is initialized to n̄m = 200 quanta at the start of each experiment and
located 80 µm above the top trap surface at the opposite end of the coupling wire.
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Figure 7.12: Shown in red diamonds is the heating rate, ˙̄nm, spectroscopy measured on ion
m which demonstrates ion-wire-ion coupling near the resonance condition of ωm = ωa =
1.3680(6) MHz, where error bars represent one standard deviation. The dashed red curve
represents a Gaussian fit with power-law frequency scaling, with an extracted s.d. width
of the Gaussian peak to be 527 ± 160 Hz. Blue circles represent ˙̄nm measured with ion a
detuned to ωa = 1.4380(6) MHz and the dashed blue curve is a power-law fit to the data. No
peak is visible within the frequency window, suggesting the coupling is absent, as expected.

Resonant coupling of ion m with ion a is mediated by the shared wire and induces
increased heating of ion m. As the trap frequency ωm is detuned from ωa, the coupling is
turned off, and the heating rate of ion m relaxes to the baseline values of ∼ 300 quanta/ms.
The data which signals this resonant behavior is shown as red diamonds in Fig. 7.12. We
fit this data using a combined Gaussian peak and power-law frequency scaling (dashed
red curve) and estimate an interaction width of 527 ± 160 Hz. This implies a vertical
trap frequency stability of ∼ 370 Hz, which may be caused by high ion temperatures and
trap frequency broadening from anharmonicities in the trapping potential, see Section 7.3.5.
Unfortunately, we cannot take advantage of techniques to directly measure the vertical trap
frequency stability due to our inability to perform ground state cooling and aversion to shine
397 nm light vertically onto the floating center wire. An additional contribution to the large
measured interaction width may be the voltage cross-talk effect discussed in Section 7.2.3.
From this effect, we have measured that changing the vertical trap frequency of ion m by
∆ωm = 4 kHz shifts the vertical trap frequency of ion a by ∆ωa = 1 kHz in the same
direction. This cross-talk is expected to result in a 25% increase in the interaction width.

To verify the resonant peak as a true signal of the coupling, i.e. not an artifact of technical
noise, we measure the heating rate of ion m across the same frequency range while ion a is
set to a detuned vertical trap frequency of ωa = 1.4380(6) MHz. The data for this far off-
resonant measurement are shown as blue circles in Fig. 7.12 and fit to a power-law frequency
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Figure 7.13: Motional occupation, n̄, of ion m is plotted with error bars representing one
standard deviation. The n̄ heating of a single ion is plotted (dots) along with a heating rate fit
of 206(20) quanta per millisecond (red). A second experiment (diamonds) demonstrates sym-
pathetic reduction of heating of ion m induced by resonant wire-mediated energy exchange
with ion a held at 182(15) quanta, resulting in a reduced heating rate of 102(12) quanta per
millisecond (blue).

scaling (dashed blue curve). With no discernible peak in this off-resonant dataset, we infer
that the resonant data (in red) is valid and not caused by technical noise at 1.3680(6) MHz.
In addition, we measure the single-ion heating rates of ion m in the complete absence of ion
a and, as expected, find agreement with the data shown in blue.

Because we are unable to measure the initial temperature of ion a, a calculation of the
coupling rate cannot be determined from this data.

7.3.5 Sympathetic reduction of heating

In order to extract a coupling rate, we move the ions to a regime with lower noise by
increasing the resonance frequency from 1.368 MHz to 1.990 MHz. Under this condition, we
may monitor the temperature of the auxiliary ion during resonant coupling. Additionally,
the ions are shuttled to lower heights (50 µm for ion m and 70 µm for ion a) to increase the
coupling signal. Because of the large electric-field noise present in our double trap system,
is it not possible to observe the oscillations of energy exchange between ion m and ion a.
However, this does not preclude extraction of a coupling rate.

With these parameters, we demonstrate wire-mediated sympathetic reduction of heating
of ion m with ion a using a two-part measurement sequence. The first part involves only a
single ion m trapped at 50 µm height with no ion present in the companion trap. In this
simple configuration, we measure a baseline heating rate of 206(20) quanta per millisecond
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Figure 7.14: Simulated ωz trap frequency shift in a trapping potential expanded to fourth
order, centered at 70 µm height, and with nominal ωz.

at ωm = 1.9900(6) MHz, extracted from the red fit line in Fig. 7.13.
In the second part, we work with one ion in each trapping site. The auxiliary ion a is

trapped at 70 µm height, held at a constant temperature of n̄ = 182(15) quanta, and set
to be resonant with ωm for the entire duration of the experiment. As per the first part, we
measure the time-evolution of the motional occupation of ion m and observe a reduction in
heating rate to 102(12) quanta per millisecond, see blue fit in Fig. 7.13.

With a classical model of the ion motions, we extract an effective coupling rate of κ =
2π × 11.23 Hz from the data in Fig. 7.13, corresponding to an energy exchange time of
tex = 22.3 ms. The 9% difference between our measured exchange time of tex = 22.3 ms and
the predicted exchange time of tex = 24.6 ms from Eq. 7.13 is likely due to uncertainties in
the simulated wire capacitance, Cw, or uncertainties in the ion heights of ion a and ion m. As
comparison, this wire-mediated energy exchange rate is ∼ 60 times faster than the expected
bare Coulomb coupling of 1.347 s for a 2π × 1.99 MHz resonant interaction frequency.

Anharmonic potentials

One side-effect of working with high n̄ values is the presence trap frequency shifts due to
higher-order anharmonic parts of the trapping potential. Under standard operation, the
dynamics of ion motion within our traps are approximated using harmonic potentials. As
discussed in Section 4.2.2, full control of the DC multipoles up to second order may be
achieved with our elevator trap design. However, the trap design does not include enough
degrees of freedom to control multipoles beyond the dipoles and quadrupoles. In particular,
the fourth order multipole coefficient (C4) in the vertical direction, z4, is uncontrolled. A
non-zero C4 coefficient is negligible in standard trapped ion experiments because the ion
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is typically held near the motional ground state, with ∼ 20 nm extent for 40Ca+ at ωt =
2π × 1 MHz. However, our experiments work with ion motional occupations up to n̄ =
5000 quanta, corresponding to a spatial extend of ∼ 1.6 µm of the vertical ion motion.

As the extent of the ion motion increases with higher ion temperatures, the ion samples
the trapping potential far from the minimum. In this regime, the C4 component becomes
relevant to the ion dynamics. Specifically, the trap frequency shifts relative to that of a low-
temperature ion. We simulate this shift in Fig. 7.14 and find a linear trap frequency shift of
∼ 50 Hz per 1000 n̄ at 70 µm trapping height and nominal trap frequency of ωz = 2π×2 MHz.

Preliminary measurements of trap frequency as a function of n̄ confirm the presence of
frequency shifts caused by anharmonicities. However, further investigation is required in
order to determine the actual magnitude and trend of the trap frequency shifts. Regardless,
the frequency shift acts as an effective time-dependent detuning to the coupling experi-
ment. This implies that, without compensation, the effective coupling strength between the
remotely trapped ions is reduced as ∆n̄ = n̄m − n̄a deviates from the initial temperatures.

7.4 Conclusions

To conclude, we have established classical energy exchange between two remotely trapped
ions enhanced via a solid-state wire. We believe this is the first demonstration of wire-
mediated ion-ion energy exchange in an RF (Paul) trap structure. This achievement opens
the path for sympathetic cooling of one remote ion with another, regardless of ion species.
This may enable precision measurements of ion species not amenable to laser cooling and
grants potential control of negatively charged ions and antiprotons. Our results, shown in
Section 7.3, are a culmination of 15 years worth of theoretical and experimental efforts. Prior
to my time with the Häffner lab, several technical hurdles were cleared, and as the torch
was passed to me, two main challenges remained: (1) operate and characterize our novel
elevator trap with out-of-phase RF drive, and (2) understand the effects associated with our
integrated floating center wire and establish control of ions trapped above the wire. Over the
course of my thesis work, these two challenges were successfully surmounted, as addressed
in Chapters 4, 6, and 7.

The original goal of these experiments was to verify that quantum entanglement can be
mediated through a normal conducting wire. Unfortunately, even with our efforts and ac-
complishments over the years, this goal remains out of reach. In this final section, we discuss
possible improvements to the wire-mediated coupling which may help bring the energy ex-
change into the single-quantum regime and allow for wire-mediated quantum entanglement
between remote ions. Such an endeavor is by no means trivial and would likely require sev-
eral more years of diligent work. In addition, this wire technology may still lag behind other
quantum transport techniques, such as ion shuttling or photonic entanglement, in terms of
speed and fidelity. However, if the issues of coupling speed and noise are drastically improved
(at least 2 orders of magnitude faster coupling and 3 orders of magnitude lower noise), our
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ion-wire-ion coupling may become an indispensable tool for many applications in quantum
computation and spectroscopy.

7.4.1 Heating rate reduction

Foremost, we tackle the impediment of high intrinsic heating rates in our trap, which limit
the effective sympathetic cooling rate, trap stability, and measurement precision. Our mea-
surements of 207 quanta/ms at ωz = 2π× 1.99 MHz and 50 µm trapping height are roughly
two orders of magnitude higher than those measured in our elevator trap, see Chapter 6. Our
elevator trap and double trap are fabricated on the same trap chip and operated under the
same experimental conditions. Thus, we believe that the source of noise causing high heating
rates in the double trap is the floating electrode wire. From simulations of such noise, we
find that 5 µV amplitude noise on the floating wire would account for the measured heating
rates. As comparison, we refer back to Fig. 6.4, where technical noise of amplitude 3 µV on
the center electrode of the elevator trap corresponds to vertical heating rates on the order
of 100 quanta/ms. In the elevator trap, our measured heating rates at 50 µm ion height and
ωt = 2π × 1 MHz trap frequency were on the order of 1 quanta/ms, implying a technical
noise amplitude on the center electrode well below 30 nV.

The origin behind the floating wire noise is presently unclear and requires additional
measurements to determine. Discussions with Markus Teller, Philipp Schindler, and Tracy
Northup from the University of Innsbruck lead us to believe that the noise originates from the
dielectric material below the floating wire. Electric-field noise induced by dielectric materials
has been shown to affect the heating of ions trapped nearby [89]. Standard surface traps are
typically insensitive to such dielectric noise because the grounded metal surface layer acts
as an electrical shield between the dielectric and the ion. In contrast, we expect that our
electrically floating wire distributes the noise from the dielectric over the entire center wire,
effectively translating the dielectric noise into technical noise on the wire and resulting in
simulated ion heating rates of order 100 quanta/ms. Other candidates for such high heating
rates are the motion of charge carriers on the floating electrode wire or relative technical
noise voltage fluctuations between the floating wire and the trap ground.

From an experimental perspective, we may employ established techniques to reduce the
noise in our trap to workable levels. One such technique is in-situ Ar+ bombardment, which
has been shown to reduce ion heating rates by two orders of magnitude [116, 117]. Due to the
floating wire, care must be taken during the Ar+ treatment to prevent excessive build-up of
charge which may prevent further sputtering. From our experimental results in Section 7.2.2,
we believe this issue may be mitigated with a controlled photoelectric effect. A caveat of
this technique is that it affects only the trap surface, meaning any noise originating from the
dielectric beneath the floating wire will not be altered. In this case, the only solution may be
to utilize a different dielectric material underneath the floating wire or remove the dielectric
completely. Another tactic for reducing the noise is to operate the ion trap at cryogenic
temperatures, where previous groups have also shown reduced heating rates by two orders
of magnitude [75, 118, 119, 43, 120, 49].
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7.4.2 Enhancements

With an established low-noise system, we may further improve the coupling strength by
increasing the ion motional dipole in each trap. The first strategy for this enhancement is to
increase the total number of ions [105], which will result in a linear increase to the coupling
rate according to Eq. 7.13. A second pathway towards faster coupling rates is to lower the
resonant coupling frequency, which also provides a linear advantage. Moreover, the trap
design and wire design may be further engineered to deliver even faster exchange rates.

7.4.3 Applications

From our demonstration of classical energy exchange through a wire, there are immediate
applications to sympathetic cooling of one remote ion with another using an RF (Paul) trap.
With only moderate reduction of the noise in our system (1 order of magnitude) or moderate
increase in the coupling rate (1 order of magnitude), we believe our wire-mediated scheme
may lead to sympathetically cooled ion temperatures of order 100 mK, comparable to dilution
refrigerator temperatures. At these low temperatures, precision measurements of previously
difficult to cool ion species become possible. Because this coupling technique is agnostic
to ion species, the wire design may allow sympathetic cooling, trapping, and detection of
charged particles which are otherwise difficult to work with, such as antiprotons [121] or
electrons [113]. In fact, the coupling strength increases by two orders of magnitude when
replacing 40Ca+ ions with trapped electrons at ∼ 100 MHz trap frequency. Additionally, such
experiments would require cryogenic operation, reducing the system’s inherent electric-field
noise.

Any further applications will require significant improvements in the experimental setup.
Specifically, we must reduce the current noise in our system in order to lower the ion heating
rates from∼ 100 quanta/ms to at most∼ 100 quanta/s. Although we mention a few methods
for achieving lower heating rates in Section 7.4.1, they are difficult to implement and are in
no way guaranteed to reduce our noise by more than 3 orders of magnitude. Additionally, in
order to compete with remote coupling via ion shuttling, our wire-mediated coupling rate of
κ = 2π×11.23 Hz must quicken by at least 2 orders of magnitude to κ ∼ 2π×1 kHz. Though
we suggest a few paths toward faster coupling rates in Section 7.4.2, further improvement
will require a paradigm shift in the trap design or wire geometry.

If we are able to achieve faster coupling rates with reduced levels of motional heating, we
can then generate deterministic entanglement between the qubit sqin states of two separated
ions. By initializing one ion, a, in the first excited state and the other ion, b, in the motional
ground state, the combined motional state is |1〉a |0〉b. If the wire-mediated coupling is
then turned on for a time t = tex/2, our combined motional state evolves into the Bell
state (|1〉a |0〉b + i |0〉a |1〉b)/

√
2. This entangled motional state may be transferred onto the

internal qubit spin states with sideband pulses in order to create an entangled two-ion spin
state [122, 105, 106].
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This remote entanglement capability would lead to several potential applications in quan-
tum computation and spectroscopy for our wire-mediated coupling architecture. It could be
used to facilitate entangled-pair factories [72, 44], where the need for ion shuttling is replaced
with a solid-state link of the ions in separate wells. In addition, the coupling may be used
to readout the spin state of one remote ion with another, a process which is useful for error
correction protocols and quantum logic spectroscopy [123]. A combination of these methods
may lead to scalable arrays of ion registers connected by wires, facilitate the development
of electron qubit architectures, and aid the development of hybrid quantum systems, where
this coupling mechanism may serve as a quantum bridge between trapped ion qubits and
superconducting qubits [124, 125, 126].
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